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Modulating the electron energy band structure of a nano crystalline material by varying its size, 

shape, and constituent species amounts to practically designing the nano size material building 

blocks for arriving at a known set of related physico-chemical properties in terms of the internal 

electronic structures for a given organization of the constituent species via covalent and non-

covalent interactions operating at different length scales. In order to explore further 

possibilities of using synergistic combinations of nano structured materials derived from 

inorganic, organic and polymeric species particularly knowing through their chemical bonds 

involved in different forms, it is equally necessary to know about the interaction pathways 

among the constituent species, as mentioned above, in addition to the biomolecular species, 

where they form a variety of 3-d supramolecular organizations arising out of self-assembly and 

self-organization. After having a clear picture of these basic processes involved in the internal 

and external organization of the hierarchical supramolecular structures, the next step is to 

explore the prospects of incorporating some sort of intelligent features starting from using the 

biomolecular species like polypeptides, proteins and enzymes. What is emerging from the 

current developments taking place in the related areas can be foreseen from this review 

particularly viewed from material science point of view. 

 

Keywords: Energy Band Structure; Band Structure Engineered Nanocrystals, nanostructured 

material species derived from inorganic, organic and biomolecular material species.  

 

1. INTRODUCTION 

 

The crystalline forms of the condensed state materials that have been studied in detail are 

represented by their characteristic energy band structures that put them into three basic 

categories known as metals, semiconductors and insulators (e.g. EG ~0, 1-3, and >5eV, 

respectively). Almost completely delocalized electron states in the metals possess very high 

conductivity but in the semiconductors relatively lesser number of electrons are present there 

possessing lower but controllable conductivities that are possible to change precisely by doping 

with donor/acceptor type impurities to control the concentration of majority charge carriers - 

electrons/holes, respectively, as well as their extrinsic conductivities that are found useful in 
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semiconductor devices and circuits applications. The dielectrics with very high band gaps 

(>5eV) offer themselves as high quality dielectric films for separating metal, and 

semiconductor layers in achieving typical interfaces required in active devices and circuits. 

The whole area of microelectronic device fabrication technology has practically been evolved 

using a number of extremely high purity, structurally almost perfect crystalline bulk as well as 

thin films of semiconductors, along with the thin films of metal and dielectrics combined with 

patterning technologies spanning over a period of about half a century in the immediate past 

[1,2]. 

 Subsequently, very useful observations were made while studying the physico-

chemical properties of the different families of nanoparticulate materials in the form of 

nanoparticles (NPs), nano crystals (NCs), quantum dots (QDs) and nano size clusters 

synthesized from the above-cited three basic families of materials.  

 In order to minimize the overlap in using different terms for nanoparticulate form of 

materials in different research publications coming from different fields, it is better to be 

familiar with the most common usages as given below. 

In nanotechnology, a particle is defined as a small object that behaves as a whole unit 

with respect to its transport and other properties. Particles are further classified according to 

diameter. Nanoparticles have their sizes tentatively in the range of 1 to 100nm. On the other 

hand, fine aggregates of atoms or molecules containing a couple of hundred atoms are called 

nanoclusters. Still larger aggregates containing 1000 or more atoms are called nanoparticles 

(NPs). These are bound by various kinds of forces including metallic, covalent, ionic, 

hydrogen bonds or Van der Waal’s forces. A nanocrystal is a material particle having at least 

one dimension smaller than 100nm comprising of atoms in either mono/poly-

crystalline arrangement. 

For instance, a nanoparticulate sample of metal, semiconductor or dielectric possesses 

additional physico-chemical properties over and above those of it’s parent material due to 

quantum confinement of the electron states in a nano size volume resulting in additional 

discrete allowed electron energy states superimposed upon the existing representative energy 

band structure of the parent material. This size/shape specific quantum confinement of the 

charge carriers ultimately was found responsible for their characteristic optical absorption 

properties, which are easy to modify for their characteristic applications in optical and 

optoelectronic devices [3-5].  

The researchers have always been tempted to organize nanoparticulate material samples 

as nano size material building blocks to produce a synthetic lattice with sufficient overlap of 

the wave functions of the electron states from the nearest neighbors. This kind of arrangement 

of the nanoparticulate materials known as superlattice in 3-D is naturally expected to result into 

a family of high-quality nano crystalline solids that would be practically quite similar to bulk 

crystal in conventional form. But, controlling the inter-dot separation with the help of a large 

variety of molecular species known as linkers is expected to be additionally helpful in 

controlling the charge carrier transport, in which, it is possible to manipulate the supported 

excitons in terms of their dissociations into free charge carriers - electrons and holes, their 

separation as well as recombination, and collection by appropriately designed contact 

electrodes in photovoltaic devices. Phenomenon like photoluminescence (PL) and optical 

absorption that characterize the interaction of quantum confined charge carriers within the nano 

size environment inside and around them have already been studied extensively in recent past. 

Indeed, the overall situation regarding the energy band structure representation of a 

relatively smaller number of atoms and molecules in such nanoparticulate form is not that 
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simple because of significant influence of many body effects in operation therein. In this 

context, continuous efforts have been made over almost hundred years in past to develop 

reliable theoretical models for rational designs of these material entities for exploring their 

numerous applications in a predictable manner. The whole exercise is ultimately aimed at 

finally developing ‘materials by design’ approach of future material discoveries after 

understanding their interactions involved therein [6].  

 During normal preparation of these nanoparticulate material forms, most of the atoms 

residing on the surface that are partially bound to the atoms inside give rise to quite a few 

dangling orbitals per atom, which are always eager to interact among themselves in the absence 

of additional atoms and/or modify the band structure of the nanoparticulate form by creating 

extra gap states, which may act as trap centers and in case their density is sufficiently large, 

they may even ultimately form a band structure of their own to mix with the band structure of 

the core. In most of the cases already studied in recent past, the stability as well as reactivity 

of these nanoparticulate forms of materials has only been found dependent upon the surface 

conditions. Under such highly reactive conditions, it is not only advantageously possible to 

conjugate a large variety of hydrophobic and hydrophilic moieties for modifying their 

solubility in different solvents but also enable them to form conjugated supramolecular NCs 

with immense possibility of modifying their self-assembly and self-organizational behaviors 

for numerous applications involving organic-inorganic-biomolecular species in proper 

configureurations by exploring numerous biomimetic routes. 

 Based on the experience of handling various kinds of nanoparticulate forms of materials 

starting from their design, synthesis and applications during last few decades and the success 

achieved in realizing numerous novel material structures, they have already been named as 

synthetic atoms/molecules, wherein their internal structures and optoelectronic properties are 

programmable over a wide range for their possible applications in synthesizing ‘materials by 

design’ in which the introduction of intelligent features have already been shown to be possible 

using biomolecular species in numerous compositions appropriate for chemical conjugations 

[7-9].  

 In order to assess the current status and foresee the future trend in the domain of 

‘materials by design’ using nanoparticulate forms of materials as building blocks, an effort has 

been made here in this review, to briefly examine the theoretical possibilities arising due to 

discrete electron states in atoms, molecules and chemical compounds before proceeding 

towards combining them with the metal and semiconductor nano particulates along with 

biomolecular species by incorporating non-covalent interactions resulting into supramolecular 

hierarchical structures for their applications in materials development.  

 

2.  ATOMS, MOLECULES, CRYSTALS, AND NANO CRYSTALS 

 

 Applying the basic principle of quantization of energy, orbital, and angular momenta 

of the electrons, existing in form of negative charge cloud surrounding the positively charged 

nucleus, it has already been possible to estimate the discrete electron energy states 

characterized by a set of three quantum numbers 𝑛, 𝑙, 𝑎𝑛𝑑 𝑚 along with spin quantum number 

s (±1/2) for specifying the electron states adequately in an atom. Instead of an isolated 

individual atom, when two or more identical/different atoms approach each other in a close 

proximity to form a stable molecule, differing from merely an assembly of individual atoms, 

chemical bonds are formed as a result of overlap between the wave functions of the outermost 

electron states from the participating atoms as the nearest neighbors, in which, the overall 
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energy is reduced due to stable chemical bond formation. The overlapping atomic orbitals 

involved in bond formation introduce delocalization of electron states as now the participating 

atoms jointly share the involved electron pairs. Indeed, instead of only two or few of these 

atoms, if fairly large number of the participating species contribute towards forming a stable 

crystalline lattice, a set of continuum energy bands replace the discrete energy states known as 

energy band structure of the periodic lattice of the crystalline materials and polymeric 

molecules.  

In case of nano crystals (NCs) that are formed due to stable clustering of few hundreds 

to few thousands of atomic and molecular species under favorable conditions, the phenomenon 

of quantum confinement of the electrons introduces additional discrete energy states modifying 

the otherwise energy band gap of the core material already mentioned above.  

In this process of examining the electron states belonging to different types of material 

species such as atoms, molecules, bulk crystalline solids, and nanometer size material species 

called nano crystals (NCs), unique types of structure-properties relations have been found to 

exist and thus have continuously been studied and updated in past with the objective of 

designing and preparing new materials, where their anticipated properties are known even 

before starting their synthesis, by using appropriate theoretical models for defining the electron 

states and their interactions with all kinds of external fields.  

While discussing about the design of new materials using atoms, molecules, and nano 

crystals as building blocks, some of the characteristic features involved in the description of 

electron states under different circumstances are very briefly reviewed in the followings.  

 

2.1 Electrons in Atoms and Molecules 

  

 The electronic structures of atoms and molecules are explored using the concept of 

quantum physics developed during the early part of the 20th Century. The spectroscopic 

validations carried out experimentally provided the requisite level of confidence in moving 

ahead with establishing the comprehensive correlations between structure and physico-

chemical properties of the materials already known as briefly described in the following. 

 The electron states in atoms, molecules, and crystalline solids are examined using 

quantum mechanics for understanding the physico-chemical properties of the elements of 

periodic table and knowing about their precise roles in forming chemical compounds through 

the chemical reactions involved therein. 

 The Schrödinger wave equation is used to describe the interactions among the 

elementary particles in form of a partial differential equation expressing the time evolution of 

the corresponding wave function is expressed below. 

𝑖ℏ
𝜕Ψ

𝜕𝑡
= −

ℏ2

2𝑚

𝜕2Ψ

𝜕𝑥2 + 𝑉(𝑥)Ψ(𝑥, 𝑡) ≡ 𝐻̃Ψ(𝑥, 𝑡)                                                  (1) 

Here, Ψ(𝑥, 𝑡)  = time-dependent wave function, 𝑉(𝑥)  = potential, and 𝐻̃   = Hamiltonian 

operator. Separating total wave function Ψ(𝑥, 𝑡) into temporal 𝑇(𝑡) and spatial 𝜓(𝑥) parts 

using separation of variables  it is expressed in the product form as given below. 

Ψ(𝑥, 𝑡) = 𝜓(𝑥)𝑇(𝑡) 
1

𝜓
[−

ℏ2

2𝑚

𝑑2𝜓

𝑑𝑥2 + 𝑉(𝑥)𝜓] =
𝑖ℏ

𝑇

𝑑𝑇

𝑑𝑡
= 𝐸                                                                       (2) 

Here, each part is set equal to a constant 𝐸 with the following relationships. 

[−
ℏ2

2𝑚

𝑑2

𝑑𝑥2 + 𝑉(𝑥)] 𝜓(𝑥) = 𝐸𝜓(𝑥),                                                                                         (3) 

𝑇(𝑡) = 𝑒−𝑖𝐸𝑡/ℏ, 𝑎𝑛𝑑                                                    (4) 

http://mathworld.wolfram.com/SeparationofVariables.html
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Ψ(𝑥, 𝑡) = 𝜓(𝑥)𝑒−
𝑖𝐸𝑡

ℏ = ∑ 𝑐𝑛𝜓𝑛(𝑥).𝑛 𝑒−𝑖𝐸𝑡/ℏ                                         (5) 

For determining the electron states under steady state condition, time independent part of 

Schrödinger wave equation is solved for a known potential function to determine the allowed 

energy states in a given interaction.  

 For proceeding further to determine the allowed electron energy states in an isolated 

atom, the simplest case of hydrogen atom with only a pair of electron and proton is used in 

solving the time independent Schrödinger wave equation involving the Coulomb interactions 

between the two in the above atomic model where a negatively charged electron-cloud 

surrounds the positively charged nucleus. The earliest model of electronic structure considered 

only those orbitals that obeyed the principle of energy quantization using an integral quantum 

number 𝑛 to specify different states. This simple planetary model, although, did account for 

the major parts of the hydrogen spectra, the existence of fine structures, especially in presence 

of magnetic fields, could only be explained subsequently by solving the Schrödinger’s wave 

equation with spherically symmetric potential function introducing additional quantum 

numbers 𝑙, 𝑎𝑛𝑑 𝑚  corresponding to quantization of the orbital and angular momenta, 

respectively. Further inclusion of the Pauli’s principle of electron spin introduced another set 

of quantum number 𝑠  having two possible states (±1/2) . Thus, the electron states in a 

hydrogen atom are finally represented by four quantum numbers (𝑛, 𝑙, 𝑚, 𝑎𝑛𝑑 𝑠), which are 

sufficient to explain the hydrogen spectra observed experimentally [10,11].  

 The electronic structures of the atomic species beyond hydrogen in the periodic table 

are computed by extending the H-like solutions of the Schrödinger’s wave equation with the 

help of ‘aufbau’ principle, which states that the electron orbitals are filled starting with the 

lowest value of the principal quantum number 𝑛 = 1 to the subsequent higher values onward. 

Further, taking into account the fact that electrons among themselves repel each other in an 

assembly, the occupation of energetically equivalent orbitals with different orientations is 

preferred over their pairing according to the Hund’s rule. The electronic structures of all the 

elements of periodic table are, thus, compiled with H-like solutions along with the help of 

above two basic rules, which are now available in textbooks of chemistry [10]. 

 The atomic orbitals (AOs), determined from the H-like solution of Schrödinger’s wave 

equation for a particular atom define the probability distributions of their locations estimated 

within the limit of the Heisenberg’s uncertainty principle [10]. The complete one electron wave 

function of the H-like solution is expressed as:  

𝜓𝑛𝑙𝑚 = √𝜌3 (𝑛 − 𝑙 − 1)!/2𝑛(𝑛 + 𝑙)! . 𝑒−
𝜌

2 . 𝜌𝑙 . 𝐿𝑛−𝑙−1
2𝑙+1 (𝜌). 𝑌𝑙

𝑚(𝜗, 𝜙);                           (6) 

With, 𝜌 =
2

𝑛𝑎0
; 𝑎0 = Bohr’s radius; 𝐿𝑛−𝑙−1

2𝑙+1 (𝜌) = generalized Laguerre’s polynomial of the 

order of 𝑛 − 𝑙 − 1,  and 𝑌𝑙
𝑚(𝜗, 𝜙)  = spherical harmonics of degree 

𝑙 𝑎𝑛𝑑 𝑜𝑟𝑑𝑒𝑟 𝑚. Accordingly, the energy of an electron with quantum number 𝑛, is expressed 

as: 

𝐸𝑛 = −13.6/𝑛2                                  (7) 

It is noted from the above equation (7) that inter-level separations become smaller with the 

higher quantum number 𝑛 before merging into continuum for very large values. 

 Extending the treatment of electron states represented by the H-atom like solutions of 

atomic orbitals (AO), it is now possible to determine the electron energy states in H2-molecule 

having the overlap of the participating AOs forming molecular orbitals (MOs) that enable the 

electrons hold together by lowering their binding energy during bond formation [12]. In other 

words, the bond formations in molecules caused by inter-orbital interactions invariably lower 

the energy of the resulting bonding MOs leading to stability. Accordingly, the first condition 

for sufficient orbital overlap causing molecular bond formation is the symmetry of the orbitals 
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such that the regions with the same sign of the wave function must overlap. Next, the energy 

of the AOs must be similar, as in case of different energies; the change in the energy of 

electrons upon formation of molecular orbitals (MOs) would be much smaller resulting in very 

low reduction in energy of the bound electrons for bonding. In such cases, rather, ionic bonding 

is proposed. Finally, the inter-atomic distance should be short enough to provide good orbital 

overlaps, but not so short that repulsive forces between the electrons or the nuclei start 

exceeding the two attractive forces. Once these essential conditions are met, the energy of the 

electrons in the occupied MOs is found lower than the energy of the electrons in the 

participating AOs. Regardless of the number of AOs involved, the number of resultant MOs is 

always the same as the initial number of AOs; ensuring the conservation of the total number of 

orbitals to hold good. 

 The first quantum mechanical solution of chemical bonding in H2 molecule was, thus, 

attempted taking the molecular orbital as simple product of the two AOs of the hydrogen atoms 

A and B, as given below.  

𝜓(𝑟1 , 𝑟2) = 𝜓1𝑠(𝑟1𝐴)𝜓1𝑠(𝑟2𝐵)                                             (8) 

Employing this kind of trial MO-function into the ‘variational integral’ formed for minimizing 

the binding energy gave a value energy 𝐷𝑒 ≈ 0.25 eV, which was indeed much smaller than the 

experimental value. Subsequently, several refinements were introduced based on different 

schemes of hybridization. For example, a symmetrized combination of two product functions, 

as expressed below, resulted in the next significant improvement in binding energy of 𝐷𝑒~ 

3.20 eV.  

𝜓(𝑟1 , 𝑟2) = 𝜓1𝑠(𝑟1𝐴)𝜓1𝑠(𝑟2𝐵) + 𝜓1𝑠(𝑟1𝐵)𝜓1𝑠(𝑟2𝐴)                                                    (9) 

In another study, replacing the exponential function of the hydrogen 𝑠-state by 𝑒−𝜁𝑟 improved 

the binding energy still further to 𝐷𝑒~ 3.782 eV for 𝜁 = 1.166. However, in a still more recent 

study, a trial wave function in form of the product of exponential part with a polynomial 

function (comprising of 13-parameters) gave 𝐷𝑒 = 4.720 eV that compared very well with the 

accepted value of the hydrogen binding energy 4.7467eV [13-15]. The analytical expressions 

used are given below. 

𝜓(𝑟1, 𝑟2) = 𝑒−𝛼(𝜉1+𝜉2). 𝑃𝑜𝑙𝑦𝑛𝑜𝑚𝑖𝑎𝑙 (𝜉1, 𝜉2, 𝜂1, 𝜂2, 𝜌);                                                (10)  

Where: 𝜉𝑖 = (𝑟𝑖𝐴 + 𝑟𝑖𝐵) 𝑅⁄ ; 𝜂𝑖 = (𝑟𝑖𝐴 − 𝑟𝑖𝐵) 𝑅⁄  𝑎𝑛𝑑 𝜌 = 𝑟12 𝑅⁄ . 
The success in narrowing down the difference between the theoretical value of the binding 

energy and its experimentally estimated one by using complex forms of trial wave functions 

not only confirmed the complicated nature of hybridization involved in molecular binding but 

also the validity of quantum mechanical descriptions of the molecule under consideration 

[13,14]. The combinations of MOs resulting in the lowest energy state due to orbital overlaps 

have, thus, been worked out theoretically for a number of molecular compositions using 

quantum mechanical formulations for their further applications [16,17].  

 Speculating to realize an electron device involving molecular species with appropriate 

interactions of their MOs would ultimately offer an extraordinary type of device and circuit 

miniaturization well beyond the ones under development currently [18]. However, for 

implementing such kinds of devices in actual practice it would need appropriately right kind 

of device fabrication technologies for reaching to this level of miniaturization in future [18,19].  

 

2.2 Electrons in Crystals 

 

The most common chemical bonds that are formed due to sharing of valence electrons 

via interatomic interaction are called covalent, ionic, and metallic bonds, having bond energies 

~ few eV. There are a number of examples to illustrate these kinds of bonds that impart 

characteristic properties to the resulting crystalline solids. For instance, Na atoms in sodium 
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metal forming metallic bonds of 1.1eV/atom cohesive energy make it ductile with good 

electrical and thermal conductivity. In case of NaCl crystal, on the other hand, the ionic bonds 

with a cohesive energy of 3.28 eV/atom make it harder with very high melting point but easily 

dissolved in water. On the other extreme, the crystalline diamond having covalent bonds with 

cohesive energy of 7.4 eV/atom is the hardest natural material with high melting point of 3,800 

K; but insoluble in nearly all kinds of solvents.  

In addition, there are polar covalent bonds, falling between the covalent and the ionic 

bonds, found in most of the alloys or compounds in which different electro negativities of the 

participating elements decide the way sharing of the valence electrons takes place during such 

bond formations [20]. There is another category of non-covalent bonds, which are responsible 

for the behavior of biological entities due to intra and intermolecular interactions of relatively 

weaker nature as discussed later.  

The nature of the potentials involved in these strong inter-atomic interactions during 

crystal formation decide the cohesive energy, the energy band structure, the dispersion 

relations, the allowed density of states of the valence and conduction bands, the effective 

masses and group velocities of the electrons in various bands. The characteristic properties of 

the bulk materials, such as the critical temperature for crystal structural phase transition, 

electronic and optical properties, hardness, elasticity, and melting point - all are closely related 

to the nature of the chemical bond formations. The parameters like cohesive energy and binding 

energy density determines the thermal stability, the elasticity, and mechanical strength, 

respectively [20].  

The crystal structures of the condensed states are generally formed out of 

microscopically ordered assembly of atomic, molecular or ionic species extending in 3-D. The 

unit cell, the small imaginary box containing one or more constituent species in a characteristic 

spatial arrangement, is sufficient to describe the crystal structure, as a three-dimensional 

stacking of theirs forming the entire crystal. Crystalline structures are possible to realize in 

almost all types of materials, with all types of chemical bonds. For instance, most of the metals 

are commonly known to exist in polycrystalline, or amorphous states but rarely in single-

crystal form produced with difficulty. Ionic crystals are generally prepared either from 

a molten salt or from a solution. Covalently bonded crystals include the examples 

of diamond, silicon, germanium, and a large variety of other semiconductors. Weak van der 

Waal’s forces are involved in holding together the hexagonal-patterned sheets in graphite 

besides a whole host of biomolecular crystals. 

 

2.3 Crystalline Lattice - Energy Band Structure 

 

 Energy band structure of a crystalline lattice represents those energy states that are 

allowed to exist within the lattice against the absence of those that fall in the energy band 

gap. Band theory of a crystalline lattice determines these allowed energy bands and the band 

gap by employing quantum mechanical wave functions of an electron in a large, periodic lattice 

of atoms or molecules using cyclic boundary conditions [2].  

 For exploring extended states in a periodic lattice (i.e. electron energy-band-structure), 

the influence of a periodic potential due to positively charged nuclei is taken into account for 

determining the electrical and magnetic properties of such an ensemble of quasi free electrons 

derived from the right kind of atomic species [2].   

 In order to exemplify this concept the electron energy band structure of a simple 1-d 

periodic lattice is determined by solving the Schrödinger wave equation involving a periodic 

potential with a finite barrier height and invoking the Bloch theorem [2]. In principle, the 

influence of periodic potential is added to the plane wave solution in the manner defined below: 
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𝜓k(r)= 𝑼𝒌(𝒓). 𝑒(𝑖𝒌.𝒓)                                          (11) 

Here, the periodic function, defined as: 𝑼𝒌 (r + T) = 𝑼𝒌(r), for any lattice translation vector 

T, contains all the details of the structural symmetry of the lattice.  Using such a trial function 

solution and applying the required boundary conditions, a transcendental relationship was 

arrived at, which was further simplified by assuming 𝛿-function potential (i.e. where 𝑉0𝑏 → 

finite value) with a period of 𝑎 in the form given below. 

𝑠𝑖𝑛(𝐾𝑎). (𝑃/𝐾𝑎) +  𝑐𝑜𝑠(𝐾𝑎) = 𝑐𝑜𝑠(𝑘𝑎)                                                     (12) 
Where, the plane wave energy 𝐸  = (ℏ𝐾) 2/ 2𝑚 ; 𝑃 = 𝑏𝑎𝑄2/2 , and ℏ𝐾  is the electron 

momentum.  

 It is noted from the above derivation that the effective-mass of the electron 𝑚𝑒, as a 

function of the periodic potential reflecting the capability of electron to accelerate in presence 

of the applied electric field, is defined as: 

1 𝑚𝑒⁄ = (1 ℏ2⁄ ) 𝜕2𝐸 𝜕𝑘2⁄ = (2𝐽 ℏ2⁄ ) cos(𝑘𝑎) ; 𝑤ℎ𝑒𝑟𝑒, 
𝐽 = 𝜋2ℏ2 (2𝑚𝑒

2𝑎3𝑈0)⁄ ; 𝑈0 = 𝑉0𝑏                                          (13) 

 The plot of the transcendental equation (12) helps in finding out the allowed energy 

states separated by an energy gap at the band-edge. This is known as the famous Krönig-Penny 

model of the electron energy bands in a 1-d periodic potential, where the complex equations 

are purposely simplified for qualitatively highlighting the influence of the periodic lattice [2].  

 
Figure. 1.  Theoretically calculated energy band structure of Silicon (indirect band gap) 

and Gallium Arsenide (direct band gap) bulk Semiconductor. The characteristic features arising 

out of indirect and direct band gap affect the optoelectronic properties of the materials as 

discussed in the text.  

 

It is further possible to determine the electron wave functions as well as energy versus 

momentum variations in 𝑘 -space, especially in the vicinity of the band edges, besides 

evaluating the effective masses from the inverse of the second derivative of energy versus 𝒌 

variation as expressed earlier in equation (13).  

However, this discussion is concluded here, as there are more refined energy-band-structure 

calculations available for a number of crystalline materials, which can be used for design 

calculations as given in Figure. 1, for monocrystalline silicon and gallium arsenide bulk 

materials [2,21]. 
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3. ELECTRONS IN NANO CRYSTALS 

  

For determining the electron states in a NC, one has to start with the electron states 

corresponding to the core material involved having well defined energy band structure and then 

modify the wave functions by an envelope function that describes particle in a box like situation 

representing the phenomenon of quantum confinement [22]. Thus, the total electron wave 

function Ψ total becomes possible to express as a product of Bloch wave function 𝜓 bloch 

corresponding to the crystalline structure and the envelope function 𝜙env as given below. 

Ψtotal = 𝜓bloch.𝜓𝑒𝑛𝑣                                                 (14)  

The envelope function 𝜙𝑒𝑛𝑣, representing the charge carrier confinement, should in principle 

be the solution of the Schrödinger equation for a particle-in-a-sphere like situation where the 

eigen-functions are found to be the product of spherical harmonics 𝑌𝑙
𝑚 (𝜗, 𝜙)  and radial 

function 𝑅(𝑟) as described below. 

𝜓𝑒𝑛𝑣(𝜗, 𝜙, 𝑟) =  𝑌𝑙
𝑚 (𝜗, 𝜙). 𝑅(𝑟)                    (15) 

It is noted that the envelope function is very similar to that of an electron in a hydrogen atom 

except the potential function has spherical symmetry represented by 𝑉(𝑟) = −𝑉0 for 𝑟 ≤
 𝑑/2 and 𝑉(𝑟) = 0 elsewhere and the corresponding eigenvalues are given by the following 

relation. 

𝜖
𝑐𝑜𝑛𝑓
𝑛, 𝑙

(𝑑) = (2ℏ2 𝑚𝑒𝑑2⁄ ). 𝜒
2

𝑛, 𝑙
                 (16)

  

Here, 𝑚𝑒  is the effective mass of electrons (or holes), and 𝜒𝑛,𝑙  are the roots of the Bessel 

function depending on the principal quantum numbers 𝑛 (1, 2, 3, . . . ) and azimuthal quantum 

number 𝑙 (0, 1, 2, 3. . . ). The lowest energy level (𝑛 = 1, 𝑎𝑛𝑑 𝑙 = 0) has the symmetry of a 1s-

orbital in a hydrogen atom. Because of using the spherical potential function in the nanocrystal, 

there is no restriction on the quantum number 𝑙 with respect to quantum number 𝑛. Therefore 

the second energy level in a nanocrystal has quantum numbers 𝑛 = 1 𝑎𝑛𝑑 𝑙 = 1 with a 1𝑝-

shaped orbital. The third level is represented by a 1𝑑-orbital (𝑛 = 1, 𝑎𝑛𝑑 𝑙 = 2), and the fourth 

level in a nanocrystal is a 2𝑠 level (𝑛 = 2, 𝑎𝑛𝑑 𝑙 = 0). Nano crystals are very often referred to 

as “artificial atoms” due to the atom-like envelope wave functions of the lowest lying energy 

levels. 

 The band gap of a nanocrystal could, thus, be expressed as the sum of the fundamental 

band gap arising out of the bulk properties of the material used in terms of 𝐸𝑔
0  and the 

confinement energy 𝐸𝑛,𝑙
𝑐𝑜𝑛𝑓

 as given below. 

𝐸𝑔
𝑡𝑜𝑡𝑎𝑙(d) = 𝐸𝑔

0 + (2ℏ2 𝑚𝑒𝑑2).⁄ 𝜒
2

𝑛, 𝑙
[1 𝑚𝑒⁄ +  1 𝑚ℎ⁄ ]                         (17)

  

It is noted from the above simple equation (17) that the band gap of nanocrystal varies ∝ 1/𝑑2 

and discrete energy levels appear at the band-edges of both the conduction and valence bands 

as schematically depicted in Figure.2. From here it is also concluded that the optical band gap 

of NCs can be tuned by simply changing their morphology. There are numerous options that 

have been explored in this context as can be seen from the foregoing discussions. 
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Figure. 2. Schematics of the energy band structure of a quantum dot in comparison to the 

band structure of the bulk semiconductor used in making the quantum dot. Size dependent 

discrete energy levels are responsible for their characteristic physico-chemical properties. 

 

3.1 Some Features of Nanoparticulate forms of Materials 

  

Because of the localized discrete electron energy states present there in NCs, a detailed 

examination of the optical absorption spectra in colloidal form is possible using the standard 

methods of characterization. In one such study of optical transitions of a mono disperse quasi-

spherical PbSe NCs having diameters in the range of 3.4 to 10.9 nm, however, a little more 

involved picture was observed [22]. For example, the plot of the lowest transition energy 

versus diameter of the NCs showed a relationship of the type 𝐸 ∝  𝑑−1.5 in contrast to the 

expected variation of ∝ 𝑑−2 as mentioned above. Indeed, the extrapolated values of this energy 

corresponding to infinite diameter of NCs comes to 0.3 and 1.6 eV in agreement with the 

band gap of bulk PbSe at the L and Σ-point in the Brillouin zone. Tight-binding calculations 

are found to confirm that the high-energy transitions originating from the Σ -point in the 

Brillouin zone [22]. 

 Besides having the description of the ideal electronic states in a perfect NC, it is also 

important to know about the changes brought in by the presence of structural defects, 

introduced dopings, surface charges and dangling bonds, as these conditions are invariably 

there in any practical system comprising of NCs [23]. For instance, an incident photon in an 

ideal NC would excite an electron from the valence (VB) to the conduction band (CB) 

producing an electron-hole pair or exciton. However, in real NCs, there might be defects due 

to a missing or an additional atom, dopants, and/or excess charges, which would have been 

either introduced intentionally, as in case of Si doping, or inadvertently added by inherent 

surface defects such as dangling bonds, or photoionization, which would definitely complicate 

the excitation profiles resulting from a disruption of the normal electronic structure [24-27]. 

For instance, in case of a charged NC, an extra charge carrier would appear in VB or CB, 

leading to additional electronic transitions, whereas introduction of a hetero-valent dopant atom 
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would create defect states near a band edge, by donating or accepting an extra electron to the 

CB or from the VB either from the thermal ionization of the dopant atom or confinement 

effects. Surface dangling bonds would, similarly, introduce discrete states into the band gap of 

the material [28].  

 In order to clarify the practical issues involved in such cases, a number of NCs 

comprising of PbSe, CdSe, and Si; positively and negatively charged PbSe and Si NCs besides 

doped PbSe and Si NCs along with dangling bonds were systematically studied theoretically 

as well as experimentally by measuring their optical transition spectra, from which, some 

interesting observations were made as summarized here [23,29]. For instance, the band 

structures of smaller NCs were qualitatively identical to those of much larger NCs. The small 

NC results showed that single excitons (SEs) are red and blue shifted for anionic and cationic 

NCs as compared to the neutral NCs, respectively. The multiple exciton (ME) thresholds, 

determined from ab-initio calculations with small neutral clusters agreed very well with the 

experimental data and more empirical calculations on the larger NCs. Dopants and dangling 

bonds do create defect states, irrespective of the size, and an extra electron in the CB allows 

new, low energy transitions, which has been observed in remote doping experiments on full-

sized NCs. 

 In another alternate approach, the NC could also be considered like a large size 

molecule comprising of atomic species [30]. Under this assumption, it is, therefore, natural to 

start constructing the overall wave functions of the electron states in a NC using the linear 

combination of individual atomic orbitals. Taking the simplest case of only two atoms as an 

example, it is easy to see that the two atomic orbitals would combine to form a bonding and 

anti-bonding molecular orbitals separated by a finite energy gap as explained earlier. In case 

more number of atoms are added to this simple pair of two, there will be equally more number 

of energy levels and the energy spacing between the highest occupied molecular orbital 

(HOMO) and the lowest unoccupied molecular orbital (LUMO) would be smaller. In a NC, 

there are few hundred to few thousand atomic valence orbitals, forming as many molecular 

orbitals but still there will be discrete energy levels at the edges of the “bands” and the gap 

between the HOMO and LUMO levels would be subsequently smaller for larger size nano 

crystals. Finally, when the nanocrystal becomes even larger, the inter-level energy separation 

between the MO levels may be so small that the different energy levels are not distinguishable 

resulting in a continuous energy band structure of a bulk material and the energy spacing 

between the valence and conduction band is then called the fundamental band gap [30].  

 

3.1.1 Phase Transformation in NCs 

  

While studying the electronic properties of metallic NCs different kinds of packing behavior 

were observed with different core morphologies induced during synthesis. It was observed that 

dodecanethiol-stabilized gold NPs with similar size were found to organize into different 

superlattice (SL) structures depending upon the method of preparation of the nano crystals. For 

example, the inverse micelle technique-based NPs preferentially assembled into face centered 

cubic (fcc) structures with long-range translation and orientation ordering in contrast to the 

NPs prepared by solvated metal atom dispersion (SMAD) method organized into hexagonally 

close packed (hcp) nanocrystal SLs. It is significantly important to note that face centered cubic 

(fcc) ordering is preferred by monocrystalline NPs, while hcp is preferred in case of 

polycrystalline NPs [31]. 

 Thermal treatment of Co NCs in low crystalline colloidal form is found to convert them 

into hcp phase without any modification in size, size distribution, and the lauric acid 

passivating layer. The saturation magnetization and the magnetic anisotropy of these NCs are 
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strongly modified through annealing process. Monolayer self-assembly of the hcp cobalt NCs 

is also realized due to the dipolar interactions resulting in ferromagnetic behavior at room 

temperature [32].  

 Theoretical simulation of nano crystalline samples of Zr and Co undergoing plastic 

deformation reveals a reverse transformation from hcp to fcc structure without twinning. In Zr 

samples, the hcp-to-fcc transformation competes with deformation twinning [33].  

Ag NCs (5nm) were noted to self-organize in colloidal crystals with various 

arrangements called supra-crystallinity. Phase diagrams of supra-crystals with structural 

transitions from fcc to hcp to bcc structures are observed depending on the chain length of the 

coating agent and on the solvent used to disperse the NCs before evaporation. The transition 

from fcc to hcp is attributed to specific stacking processes depending on evaporation kinetics, 

whereas the formation of bcc supra-crystals is attributed to van der Waals attractions  [34]. 

 Hexagonal close-packed Ni NPs are synthesized using reduction of nickel chloride in 

ethylenediamine as confirmed by XRD and selected-area electron diffraction of the as-prepared 

samples [35]. In another simple electrolytic deposition of Ni NCs (average diameter 

9.7 ± 2.3 nm) a solution of 5.0mM NiCl2⋅6H2O is used along with 1 M NH4Cl forming Ni NCs 

of almost pure hexagonal close-packed (hcp) structure, and the tuning of the final size, 

morphology and structural formation of these Ni NCs are possible to modify by controlling 

nucleation, growth and hydrogen evolution processes in fast scan voltammetry technique used 

[36]. 

 A reversible polymorphic phase transformation (i.e. from hcp to fcc) in four different 

nano crystalline Ti–Zr binary alloys was observed during mechanical alloying in a planetary 

ball mill experiment as monitored by X-ray diffraction and high-resolution transmission 

electron microscopy measurements [37]. For a given alloy, the lattice parameter and hence 

volume per atom increased with the milling time under comparable conditions. On the other 

hand, crystallite size, measured from X-ray peak broadening, significantly decreased with the 

progress of the milling process. It was suggested that structural instability due to plastic strain, 

increasing lattice expansion, and negative hydrostatic pressure were responsible for this 

hcp → fcc polymorphic transformation, which was found reversible as isothermal annealing at 

1000 °C for 1h or melting the powder mass led to partial or complete transformation of the 

milled product from single phase fcc to hcp form [37]. 

 Monodisperse PbS NCs of different size and shape were prepared by controlling the 

thermal decomposition of thioacetamide (TAA) in aqueous solution of lead acetate, with the 

help of cetyltrimethylammonium bromide (CTAB) surfactant and adjusting the concentration 

of sulfide resource in TAA, which decreased the size and changed shapes from octahedral to 

cubic. It was noted that the PbS NCs self-assembled into diverse superlattices, and the assembly 

structure strongly depending on the shape of PbS NCs [38]. 

While examining other materials, the bulk gold was not found in any other form like 

hexagonal close-packed (hcp) compared to its most stable form of fcc-structure. However, in 

a recent study, an in-situ synthesis of dispersible hcp Au square sheets on graphene oxide 

sheets was reported (~16 Au atomic layers thick and 200–500nm edge length). This square 

sheet was found to transforms from hcp to fcc-structure after exposure to an electron beam 

during TEM analysis. In addition, with growing thickness of the square sheet (from ~ 2.4 to 6 

nm), fcc-segments started appearing. This study confirmed the presence of stable pure hcp-

structures in square sheets of <~ 6 nm thickness [39].  

  Large-area (30x40μm2) hcp-structured monocrystalline Au and Ag arrays appropriate 

for fabricating surface-enhanced Raman scattering (SERS) based biosensors, nano antennas 

and other plasmonic optoelectronic devices were successfully prepared on Si substrates 

by colloidal lithography and the surface energy driven de-wetting process [40]. Appropriate 
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surface treatments and the metal deposition method were found out for preparing 

metal NC arrays with uniform size and reduced crystal size providing an inexpensive and easy 

route to fabricate a large-scale close-packed single crystalline metal nanocrystal arrays 

exhibiting excellent control for fabricating large-scale metal NC arrays with various sizes, 

compositions, morphologies and structures on different substrates [40]. 

 Theoretical calculation involving genetic algorithm (molecular-dynamics) based 

computer simulations have revealed the presence of helical and multi walled cylindrical 

structures in case of thinner NWs, while bulk-like fcc-structures eventually prevailed in the 

thicker nanowires up to 3 nm in diameter. Though, the conductance of NWs was found 

increasing with wire diameter but depending on the wire structure [41]. Very thin NWs 

possessed molecule like behavior with DOS having many sharp and discrete peaks. In 1nm 

diameter NW, the discrete energy levels gradually started overlapping with each other forming 

continuous electronic energy bands. It was thus concluded that the bulk electronic properties 

were achieved in gold wire thicker than 3nm [41]  

 Flower-like silver nanostructures with controlled morphology and composition were 

prepared successfully by controlling the reaction rate by adding different amount of ammonia 

for determining the ratio of hcp to fcc-phases. Utilizing flower-like silver nanostructures as 

surface-enhanced Raman scattering (SERS) substrates, signal of Rhodamine 6G, or 4-

aminothiophenol with concentration as low as 10−7M could be detected [42]. 

 

3.1.2 Electronic Properties of Metal NCs 

 

 Having discussed the general nature of quantum confinement in a NC, it is now possible 

to examine the observed behaviors of the metal, the semiconductor and the insulating NCs for 

their possible applications in realizing intelligent materials in future. 

 The electrons in metals are highly delocalized due to overlap between valence and 

conduction bands leading to practically zero or even negative band gap in some cases 

exhibiting very high conductivity. Therefore, it is rather safe to assume that the metallic NCs 

consist of quasi-free valence electrons moving in a mean field generated out of the attractive 

and repulsive potentials due to the ionic cores and the rest of the electrons respectively. The 

confinement of such quasi-free electrons inside a finite size NCs would thus give rise to the 

orbitals having quantized energy levels, which are typically grouped into a number of shells. 

Pauli exclusion principle would allow the electrons to have a limited access to each of these 

shells. It is interesting to note that the metallic NCs, in principle, provided a new periodic 

system in contrast to the conventional atomic and nuclear periodic systems in vogue [43]. With 

reducing size of the NCs, more restrictions in the spatial confinements lead to enhanced 

separation between the valence and the conduction bands. In case, the energy gap is of the 

order or greater than thermal energy 𝑘𝐵𝑇, there is a transition from metal to semiconductor. 

Similarly, confinement in still smaller sizes NCs may increase the energy gap such that there 

occurs another possible transition from semiconducting to insulating state. In the size domain, 

where the metal-to-insulator transition occurs, completely newer properties of NCs are indeed 

observed, which are not possessed either by the metal or by the molecules or atoms forming 

the parent metal [44]. 

 Extraordinary features are acquired by the NCs due to quantum confinement of charge 

carriers and the associated boundary conditions [45]. For instance, there are situations when 

NCs made out of nonmagnetic materials may exhibit magnetic properties; NCs from 

semiconducting materials may transform into metallic ones; metal NCs may transform into 

semiconducting state; distinct variation in colors with size; noble material NCs may be highly 

reactive, and brittle NCs may be transformed into malleable state, and so on to name a few. 
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 These features are basically manifestations of the unusual structure of the NCs and the 

electronic states of molecular orbitals exhibiting a finite HOMO-LUMO gap that varies with 

both size and composition of the NC and the way these orbitals are filled determining not only 

their overall stabilities but also their physical and chemical properties as well [45].  

 In case of examining the mass spectra of Na clusters, it has been noted that clusters 

comprising of 2, 8, 20, 40, . . . atoms are prominently stable. Considering Na clusters as spheres 

of uniform positive charges, the available valence electrons should start filling the quantized 

energy levels following the Pauli exclusion principle. In this process, each time, when an 

electronic shell is full, the corresponding cluster should exhibit pronounced stability. The 

confined electron energy levels in a cluster, obtained from Schrödinger wave equation solution 

by taking a three-dimensional square-well potential, should be represented by shell like 

arrangement similar to - 1s2, 1p6, 1d10, 2s2, 1f14, 2p6, and so on. Accordingly, the clusters 

containing 2, 8, 20, 40, electrons become very stable due to saturation [45].  

In more recent investigations of Na clusters, attempts were made to locate the lowest-

energy structures for all sizes up to N = 380, using two different forms of inter-atomic 

potentials, in order to identify the structures responsible for the size-dependence of the 

thermodynamic properties observed in various experiments [46]. Structures based on the 

Mackay icosahedra predominated for both the potentials, and the magic numbers showing 

excellent agreement with the sizes at which maxima in the latent heat and entropy change at 

melting were found in the experiment. In particular, the magic numbers at sizes intermediate 

between the complete Mackay icosahedra are due to unusual twisted icosahedral structures.  

 Although, initially observed similarity between magic nuclei and magic clusters 

appeared merely as a coincidence as the forces involved in nuclear binding are altogether 

different from those that bind atoms in a NC, but the subsequent analysis of the ionization 

potentials, electron affinities and fragmentation energies of neutral and multiply charged NCs 

confirmed that these results are strikingly similar to those observed in corresponding quantities 

of separation energies of protons and neutrons. This similarity could, thus, further be extended, 

for example, in case of optical response of metal clusters vis-a-vis photonuclear processes. The 

phenomenon of photo absorption, in metal NCs, takes place via excitation of Plasmon 

resonance where the valence electrons move collectively against the Jellium positive 

background, which is quite analogous to nuclear giant dipole resonance, in which, the protons 

move against the neutrons. Detailed analysis of the photo absorption in alkali metal clusters 

predicted multi-peak profiles, which were verified experimentally but certainly differing from 

the simple one-peak profiles expected from the Mie theory [45]. 

 Although the Jellium model could explain cluster stability involving nearly free 

electrons of metals but it did have limitations in accounting for the structural properties of 

clusters including geometry and atomic arrangement. For this, rigorous quantum-chemical and 

density-functional calculations involving electronic and nuclear degrees of freedom are 

necessary. For finding out the conditions when the metallic NCs would behave like metal, or 

when a metal cluster would mimic the structure of a bulk solid, it would necessarily involve 

the inclusion of the atomic and electronic structures as well as the properties and dynamics of 

the clusters as a function of size. Despite considerable efforts made in this area, satisfactory 

solutions are still not available. However, numerous studies of metal, semiconductor and 

insulator clusters as a function of size and morphology have provided a wealth of information 

that is certainly going to be very useful for further development of nano science and technology 

[45]. 

 Elemental rare-gas clusters were noted to form icosahedral structures whereas covalent 

bonded clusters involving C and Si atoms differed from those in the bulk. For example, a 60-

atom carbon cluster forms a Bucky ball structure that differs from either graphite or diamond. 
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Ionic bonded clusters of alkali halides and metal nitrides, carbides, and oxides, retain their bulk 

crystalline structures. In transition metals and C clusters, the structures and stabilities have 

been found to depend strongly on whether the clusters were grown in a metal or carbon-rich 

environment. In the former case, clusters mimic the bulk carbides, whereas in the latter, they 

form cage-like structures. 

 The well-known Jellium model, explaining the metal cluster stability well, however 

could not account for the stability of covalently bonded transition metal magic clusters, in 

which, the theory of aromaticity was explored for taking care of the unusual stability of 𝜎/𝜋- 

electron systems, where electron delocalization provided extra stability. According to H𝑢̈ckel 

rule (4n + 2) 𝜎/𝜋 – electrons impart extra stability in contrast to 4n 𝜎/𝜋 - electrons that 

destabilize the system as seen in case of benzene and cyclo-butadiene. A similar rule developed 

for spherical systems predicted that, when the valance shells are filled by 2(N+1)2 electrons, 

there is a very stable spherical symmetry. Recently, several metallic and nonmetallic clusters 

obeying aromaticity rule have been predicted and experimentally verified. For example, Al4
2-, 

having 2𝜋 – electrons, is aromatic and forms a perfect square, whereas Al4
4- with 4𝜋 – electrons 

is anti-aromatic and has a rectangular shape [47]. Another example is of B12 clusters that are 

interesting from their extraordinary stability point of view having the largest HOMO-LUMO 

gap of 2.0 eV with a circular shape with 6𝜋 – electrons much like benzene molecules with a 

symmetric bond distribution [48]. Gold NCs consisting of up to 13 constituent atoms have 

planar arrangements according to relativistic density-functional theory whereas Au20 has a 

pyramidal structure. There were recent predictions that Au32 and Au50 would prefer hollow 

cage structures compared to their space-filling isomers from stability angles. Unusual stabilities 

of the gold cages Au32 and Au50 are attributed to spherical aromaticity following the rule of 

n=3 and 4. On the other hand, though, Au38, Au44, and Au56 are cage compounds not belonging 

to the magic family are less stable than the corresponding space-filling isomers.  

In a recent theoretical and experimental study of a family of useful bimetallic clusters 

of compositions like PtZnH5
-, PtZnH3

− and PtZnH4
− using negative ion photoelectron 

spectroscopy (PES) PtZnH5
− was found to possess very high stability as seen in the mass 

spectrum, and σ-aromaticity [49]. 

  In noble metal NCs, the decrease in sample size below the electron mean free path gives 

rise to intense absorption in the visible-near-UV region, and this is an outcome of coherent 

oscillation of the free electrons from one surface of the NC to the other and is called the surface 

Plasmon absorption [44]. Such absorption induces strong coupling of the NCs to the 

electromagnetic radiation imparting very brilliant colors to these metallic NCs in colloidal 

solution. It was Faraday, who recognized that such intense color was primarily due to metallic 

gold in colloidal form and Mie, who explained the phenomena of strong absorption by solving 

Maxwell’s equations for explaining the absorption and scattering of electromagnetic radiation 

by spherical metallic particles.   

 In Jellium model of metal NCs, a uniformly charged background of flexible shape 

replaces the structural details of the ion placements present in the core. This model works very 

well especially for the lighter alkali metals like Na, K and Li NCs where the success has been 

attributed to the typical nature of the effective potential felt by the valence electrons, where 

inter-ionic distances are not resolved by the larger size de Broglie wavelengths associated with 

the valence electrons besides the thermal agitations of the core, which tend to mask their finer 

structural details still further [43].  
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3.1.3 Electronic Properties of Semiconducting NCs 

 

 In a semiconducting NC, also known as quantum dot (QD), each constituent atom 

contributes it’s delocalized electrons and holes for their final distributions in the respective 

quantized atomic orbitals belonging to the NC in terms of S, P, D, and F orbitals correspond to 

the electron states respectively. This gives rise to discrete energy levels in conduction and 

valence bands of the semiconducting NC represented by a QW surrounded by finite barrier 

causing the quantum confinement of the charge carriers. The inter-level separations in the 

electron/hole energy states spectrum are decided by the parameters including dimension and 

barrier height besides the effective masses of the charge carriers that are determined from the 

crystalline symmetry of the parent semiconductor material. This is the kind of analogy of quasi-

atom model of the semiconducting NCs that is further put to use in studying the collective 

electron behavior in NC-based superlattices. 

 For simplifying the analytical formulations of the electron states in a semiconducting 

NC, the geometrical shape is assumed to be of either spherical or cubic symmetry, wherein the 

wave function is expressed as a product of the three component wave functions, and these 

component wave functions are solved independently for a given potential energy function 

representing the background conditions. The quantized electronic states of all these valence 

electrons are in turn calculated by solving the corresponding Schrödinger equation in a way 

that is similar to that of the hydrogen atom. 

 Extending the simplified concept of Jellium model of NCs to determine the electronic 

states, it is quite natural to expect a mini band like situation especially in those cases where the 

NCs are situated close enough to invoke strong inter-particle interaction with the nearest 

neighbor. This could also be understood as electron tunneling between two NC units separated 

by a thin inter-particle barrier. 

 

3.1.4 Electrons in NC-Superlattice 

 

 Employing the electron states in NCs, the entire problem of determining the electronic 

states in a NC superlattice reduces to computing the electron states responsible for miniband 

formation from the spillover of otherwise discrete electron energy states from each NC to its 

nearest neighbor. This kind of delocalization of electron states in a NC-superlattice is necessary 

for observing collective behavior of electrons in a superlattice where a number of useful 

parameters are possible to control during synthesis. 

 From the above description one could thus observe the followings: the signature of the 

quasi-free valence electrons in an individual NC is solely decided by the nature of the 

constituent atoms, their total number or the size of the NC and the surface passivation along 

with the existing functionalization meant for fixing the inter-particle separation. Considering 

the influence of the surface conditions is necessary because surface states may act like traps 

for some of the electrons from inside the NC especially where the surface to volume ratio is 

large and most of the constituent atoms are residing on the NC surface.  

 Similarly, mid band formation due to strong inter-particle interactions of the electron 

states is solely decided by the inter-particle separation and the symmetry of the lattice structure 

involved in superlattice formation. Once the signature of the valence electron from the NC is 

fixed the formation of electronic states in mid band becomes independent of the NCs used. 

 It is quite interesting to note that these conditions are exactly similar to that already 

observed in case of bulk crystalline solids formed using atomic building blocks but with a 

major difference in having immense flexibility in choosing various lattice parameters 

compared to condensed state lattices. 
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3.1.5 Electrons in Insulating NCs 

   

Similar to the metallic and semiconducting NCs, described earlier, it is noted that even 

insulating NCs have properties to influence the electronic conduction in NC-solids. For 

example, an insulating NC in ground state with saturated valence and empty conduction levels 

behaves like an artificial atom for the purpose of adding one or more electrons, holes and 

excitons. For, the moment an electron is added to such a NC, it occupies the lowest energy 

conduction orbital that is delocalized across the nanocrystal volume having s-orbital symmetry 

of H-atom. Further addition of electrons continues occupying the successive higher orbitals 

according to Pauli Exclusion Principle. Due to quantum confinement, the inter-level 

separations between atom-like valence and conduction energy levels increases with reducing 

size and this inter-level gap could be made larger than thermal energy kBT for their uses in 

affecting optical transitions. Similarly, the gap between the lowest conduction and highest 

valence levels also increases with size reduction implying that the fundamental optical 

transition peak may span a broad range from near IR to near UV regions of the spectrum. The 

tunability of the energy levels thus makes NCs very promising building blocks for 

optoelectronic devices [50]. 

 

3.1.6 Kr𝑜̈nig-Penny Model of NC-Superlattice 

  

 It is natural to expect realizing a periodic lattice made out of NCs in place of atomic 

species as discussed in case of Kr𝑜̈nig-Penny model of crystalline solids in connection with 

the energy band structure. Since, basic features of NCs are possible to vary in numerous ways 

by controlling the size, shape and the constituent species, it is therefore nticipated to have 

synthetic materials out of an unprecedented number of combinations.    

 In case of hierarchically ordered QD/NC based SLs, there are possibilities of tuning 

their transport and optical properties by varying the properties of the individual constituent 

building blocks as well as their many-body exchange interactions [4]. Specially, the feature of 

long-range order achievable during synthesis in the NC SLs makes them distinctly different 

from the conventional amorphous and polycrystalline solids. The existence of strong inter-

particle coupling among the ordered NC assemblies causes split in the quantized discrete 

energy levels of the individual particles finally resulting in the formation of mini bands. 

Although, different types of SLs, consisting of single and multicomponent NCs building 

blocks, have already been self-assembled from colloidal solutions but the theoretical study of 

their electronic structures along with charge carrier and phonon transport still lacks details 

required for exploring their applications in electronic and optical devices [4]. However, the 

analysis of the extended states using effective mass approximation (EMA) in case of molecular 

beam epitaxy (MBE) grown one-dimensional QW and QD SLs has provided some insight for 

the collective behavior of electrons in NC based SLs as well. For simplification, simple cubic 

and tetragonal lattices are sufficient for solving single electron Schrödinger equation as given 

below [4]: 

[−
ℏ2

2
∇𝑟 

1

m𝑒(𝑟)
∇𝑟 + 𝑉(𝑟)] 𝜑(𝑟) =  𝐸𝜑(𝑟)                                                    (18) 

The atomic structure of NCs enters the above analysis via effective mass 𝑚𝑒 having different 

values in NC and barrier regions. The potential V(r) represents an infinite sequence of NCs of 

size 𝐿𝑥, 𝐿𝑦, and 𝐿𝑧 separated by corresponding barrier thickness 𝐻𝑥, 𝐻𝑦 , and 𝐻𝑧. For a product 

form solution of 𝜑(𝑟) in the above equation, V(r) is expressed as a sum of three independent 

periodic potentials as function of coordinates 𝑥, 𝑦 𝑎𝑛𝑑 𝑧 with periods of 𝑑𝑥, 𝑑𝑦, 𝑎𝑛𝑑 𝑑𝑧: 

𝑉(𝑟)  =  𝑉𝑥(𝑥)  +  𝑉𝑦(𝑦)  + 𝑉𝑧(𝑧)                                                         (19) 
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Where 𝑉𝑥(𝑥)  =  𝑉𝑦(𝑦)  =  𝑉𝑧(𝑧)  =  0  in the QD region, and 𝑉0  inside the barrier region. 

Applying this kind of decoupling, the total wave function is written down as follows: 

𝜑(𝑟) = 𝜑𝑛𝑥𝑛𝑦𝑛𝑧
(𝑥, 𝑦, 𝑧) = 𝜒𝑛𝑥

(𝑥)𝜒𝑛𝑦
(𝑦)𝜒𝑛𝑧

(𝑧)                                                               (20) 

Corresponding quantized energy states are given as: 

𝐸𝑛𝑥𝑛𝑦𝑛𝑧
= 𝐸𝑛𝑥

+ 𝐸𝑛𝑦
+ 𝐸𝑛𝑧

                                                                (21) 

It is rather easy to solve these linear equations corresponding to three orientations. Such a 

formulation was applied to Si NCs embedded in Ge, SiO2, Si3N4 and SiC matrices besides 

several other III-V nanocrystal superlattices. Without going into the further details that are 

available in the related references, it is more useful to note some general observations such as: 

low barrier height matrix produces higher band density and dispersions; size of NCs affects the 

band energy levels more than the corresponding bandwidth and mini-band energy and width 

are relatively independent of the electron effective mass in the dielectric barrier  [4]. 

 From the above description, it is clear that the discrete energy states are delocalized 

forming mini bands when the NCs are positioned very close to each other separated by a thin 

finite barrier. The inter-dot separation below which the sufficient overlap takes place is 

different for different materials like elemental and compound semiconductors. With increasing 

the inter-dot separation/barrier height, the wave function overlap diminishes causing the mini 

band to change to discrete levels. By changing the size of the NCs, inter-dot separation, barrier 

height and regimentation, it is easy to design the 3D mini bands in NC SLs and fine-tune 

electronic and optical properties of such solids to offer exciting possibilities for electronic, 

photovoltaic and thermoelectric devices. The schematic of mini-band formation is illustrated 

in Figure.3. This could possibly lead to a better route for realizing an intelligent material in 

future.  

It is important to note that for successful realization of the extended states in mini bands it is 

necessary to have - perfect periodicity in the NC array, mono dispersion in NC size and shape, 

sufficiently small inter-dot spacing to produce strong coupling and with lower population of 

surface defects. Although, in actual practice, there is always some finite spread in NC size 

distributions and similarly unavoidable fluctuations in inter dot spacing during synthesis but, 

the extended states and mini band formations are still there as long as the wave function 

overlaps bandwidth exceeds the total broadening. Another source of disorder is caused by the 

fluctuations in local inter-dot coupling strengths, which is very common in colloidal solution 

synthesized NCs separated by disordered layers of insulating organic ligands [4]. 
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Figure. 3. Schematic representation of mini-bands appearing in superlattice made out of two 

semiconducting materials with different band gaps. Mini-bands are formed due to interaction 

of the discrete energy levels participating from each unit in the superlattice similar to the 

broadening in a normal 3-d lattice. 

 

 

Self-assembly of colloidal NCs offers very useful opportunity of designing and synthesizing 

novel materials possessing unique size and shape-specific physico-chemical properties 

different from their bulk counterparts. For example, quite similar to conventional crystals 

growth from constituent atoms/ions, NCs have been found to self-assemble into ordered 

structures known as SLs. Besides the characteristic properties of the individual NCs, these SLs 

possess unique set of electronic, magnetic, catalytic, and plasmonic features due to their inter-

particle coupling with the neighboring NCs [4,51]. In recent past two decades, various types of 

NC SLs have not only been realized successfully via the controlled assembly of colloidal NPs 

[52-61], but also extensive computer simulation efforts were made for understanding the 

processes involved as well as to predict the resultant assembly patterns [62-64]. 

 

3.1.7 Properties of NC-SLs  

 

Out of three distinct types of PbSe NC SLs namely - body-centered cubic (bcc), body-

centered tetragonal (bct), and face-centered cubic (fcc) prepared, the bcc morphology was 

found most stable polymorph, with bct and fcc being 0.32 and 0.55 kJ/mol higher in enthalpy 

consistent with the decreased packing efficiency of PbSe NCs from bcc (17.2%) to bct (16.0%) 

and to fcc (15.2%). This study clarified several important issues related to NC SL growth from 

colloidal solutions [65]. 

Three different capping molecules like diphenylphosphine (DPP), trioctylphosphine 

(TOP), and oleic acid (OA), were used to control the size and shape of PbSe NCs that were 

prepared involving injection of Se precursor into a hot Pb-complex solution. TEM analysis 

confirmed quasi-spherical morphology with an average diameter of 4.7nm of as-prepared PbSe 

NCs. HRTEM images along with FFT analysis revealed the typical truncated octahedral 

morphology. For the assembly of PbSe NC SLs, the above-prepared PbSe NCs in either hexane 

or toluene were allowed to evaporate the solvent very slowly (e.g. 1.5 mL over 4 weeks). The 

super-crystals nucleated from hexane gave bcc SL, but those nucleated from toluene consisted 

of both bct and fcc SLs. The bct super-crystals were located in the corners, whereas the fcc 

crystals were located on the flat bottom of the vial, respectively [65].   

 

3.2 Closely Packed NCs Assemblies 

 

Distinctly discrete nature of the electron density of states in a close-packed NC solid 

was considered evoking considerable interests for their applications in resonant tunneling and 
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Coulomb blockade devices [66]. Building NC arrays with well-defined conduction properties 

have drawn attentions while studying the carrier transport through coupled NCs and their 

potential applications in computational and memory devices. 

  Coulomb blockade-based devices have been experimentally verified at lower 

temperatures in 1 and 2-dimensional metal NC arrays, in which, the current threshold 

disappeared resulting in linear I-V characteristics at higher temperature. A portion of the I-V 

characteristics showing conduction gap with very small current was followed by an onset of 

charge carrier tunneling, and this threshold was proportional to the size of the NC array, as the 

applied voltage had to overcome disorder in the energy levels [67]. Subsequent attempts were 

also made to modify the electronic properties of metal NC arrays by manipulating the organic 

tunnel barrier parameters between the neighboring NCs. For instance, dodecanethiol-capped 

Au NCs arrays were prepared with conjugated aryl dithiol and aryl di-isonitrile molecules as 

inter-particle covalent link to control the electronic coupling. Introducing conjugated linkers 

not only decreased the tunnel barrier height but also increased the inter-particle separations, 

from 1.3 for dodecanthiol to 1.7 nm for aryl dithiol [68]. 

 Optically tunable properties of semiconductor NCs were explored for developing 

photoconductive devices [69-71] and light-emitting diodes [72-75]. Photoconductivity in 

semiconductors and organic solids has, since long, been used in probing carrier transport 

between weakly interacting molecules in otherwise insulating organic solids having large band 

gaps with very small population of thermally excited charge carriers under dark conditions. On 

the other hand, the situation in semiconductor NCs involving weak van der Waals interactions 

among the NCs, maintains an inter-particle separation >0.5 nm due to organic capping. 

Though, it is not easy to measure dark current in NC solids but a lower bound estimate of the 

resistivity was found close to 500 G Ohm-cm. 

 High-energy photons interacting with photo-conducting NCs generate electron-hole 

pairs that are delocalized over the entire NC volume and are subsequently dissociated by 

externally applied electric field producing free electrons and holes. Recombination of these 

electrons and holes prior to carrier separation primarily governs the efficiency of photo-carrier 

generation in NC solids, and charge carrier separation from the lowest excited state of the NC 

is another pathway besides radiative and nonradiative decay associated with the charge carrier 

dynamics. Externally applied bias, in such cases, helps in separating these charge carriers, but 

it also provides compensations for various energy needs of the system. Exciton binding energy 

is proportional to the inverse square of the NC diameter. Increasing the NC size not only 

reduces binding energy but also helps in reducing the spatial overlap of electron and hole wave 

functions to facilitate exciton dissociation. Further, charging energy required for two charged 

NCs, one with an electron and the other with a hole, from the photo excitation of a single charge 

neutral NC ought to be supplied by the electric field. The charging energy of the NCs is also 

inversely dependent on size. Finally, finite energy is required to overcome Coulomb attractions 

between two neighboring, oppositely charged NCs, which is inversely proportional to the 

distance between charges depending on the size as it defines the electron-to-hole and site-to-

site distance. 

 How efficiently the photo excited charges are separated also depends on the surface 

passivation of the NCs. Reducing the inter-particle separations by shortening the length of the 

alkyl chain on R3P/R3PO caps from octyl to butyl, increased the probability of carrier tunneling. 

The degree of electrostatic passivation of the NC surfaces also affected charge separations 

because surface traps acted as intermediate steps to facilitate charge separation and transport. 

In order to explore the potential of inorganic-ligand-capped semiconductor NCs for 

light detection in the IR spectral region, PbS QDs were employed in a recent study for taking 

the advantage of its tunable band gap in the near-IR spectral region and high oxidative stability 
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[76]. PbS NCs have been combined with (NH4)3AsS3 (ammonium thioarsenite or ammonium 

sulfidoarsenite) as the inorganic capping ligand. Sulfido-arsenites have been previously 

identified as the chalcogenide-based ligand with the highest binding affinity to the PbS surface. 

Dip coating of colloidal dispersions of (NH4)3AsS3-capped PbS QDs produced a thin 

homogeneous film of electronically coupled PbS QDs in which further drying at 130 °C 

converted the (NH4)3AsS3 capping ligands into a thin layer of As2S3 that acted as an infrared-

transparent semiconducting glue. Highly photoconductive thin films of inorganic-capped PbS 

QDs deposited onto glass substrates showed very high values of light responsivity and 

detectivity of 200 A/W and 1.2 × 1013 Jones, respectively, in IR region up to 1400 nm [76].   

 The NC photocurrent decreases with increasing temperature. The efficiency of charge 

generation is inversely proportional to the radiative and nonradiative decay rates. Temperature-

dependent quantum yields estimations from absorption and PL measurements of the NC solids 

show an exponential decrease with increasing temperature as the nonradiative rate of decay 

increases. The measured photocurrent increases linearly with excitation intensity. There is 

some commonality between the physics of charge carrier separation in close packed nano 

crystals solids and in NCs-doped conjugated polymers like CdS-doped poly (vinylcarbazole). 

Because many of the photoconductive and light-emitting devices have been prepared using 

close-packed nano crystals layers sandwiched between polymeric layers or as NCs-polymer 

composites and therefore the process of charge transport at the NCs-polymer interface is 

equally important. 

Systematic efforts were made to understand the changes taking place in physico-

chemical properties of close-packed and spatially organized QD ensembles self-organized in 

form of a macroscopic colloidal crystal in contrast to those of single and random NCs [52,77-

79].  This kind of QD solid representing the condensed matter so realized having spatial 

ordering over a length scale comparable to the electron de Broglie wavelength was thus 

expected to possess energy bands along with the localized and delocalized electron states of an 

isolated QD [52]. The characteristic properties of this type of QD solid, representing a three-

dimensional QD SL in real sense, were subsequently confirmed by observing a reversible 

modification of absorption spectrum as a function of concentration starting from a set of 

discrete sub-bands, characteristic feature of isolated NCs, to smoothly changing over to band-

edge absorption similar to those of the bulk semiconductors [77]. This was followed by yet 

another study, where dense QD ensembles prepared in form of thin films comprising of small 

close packed CdSe NPs capped with organic group were used for studying the effect of 

externally applied electric field [79]. The extended states formed during the formation of QD 

solid were noted to be destroyed by the external electric field due to field-induced band bending 

known in case of planar semiconductor SLs. Consequently, above certain bias voltage, the 

electric field dependent band bending was found to destroy the mini-sub-band structure causing 

localization of electronic states. For example, in thin layers of close-packed NCs, the 

delocalized electron states spanning over several NCs were found to return to discrete electron 

states with increasing bias. Close-packed structures of NCs thus confirmed the reversible 

nature of positive field-induced absorption changes, which indicated vanishing of the extended 

and restoration of individual confined electron states [78]. 

Photoluminescence (PL) and optical absorption spectroscopic measurements on NC-

colloids and NC-solids comprising of TOPO and TBPO passivated CdSe QDs clarified a 

number of issues like inter-dot coupling, variation of band gap and binding energies with 

pressure, and the probability of inter-dot tunneling by changing the organic ligands or applying 

hydrostatic pressure [80]. The following conclusions were made on the basis of these 

measurements. For example, up to 60 K bar pressure there was no evidence of inter-dot 

coupling in both the cases. However, in each case, the overall pressure dependence could be 
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explained by considering the cumulative influence of the pressure dependence of band gap of 

bulk CdSe as well as the confinement energies of electrons and holes resulting from the smaller 

dot dimensions. Moreover, the difference between PL energy peak and the first exciton in the 

absorption for NC colloids and solids increased with pressure. In contrast, a distinct difference 

was noted between the pressure dependence of isolated NC and NC-solid of CdSe/pyridine 

NCs observed in their absorption spectrum [80].  

In a recent study, the optical spectra of close packed 1.6 nm CdSe NC solid with 

pyridine cap resembled that of the bulk CdSe but with nano crystals size reduction the 

electronic wave functions spilled outside the NC volume making the electronic excitations 

delocalized due to strong inter-particle interactions. Close-packed metal NC solids also give 

rise to tunable optical and electronic properties. Quite similar to that observed in the 

semiconductor NCs, the organic ligands attached to the metal NCs in the solids provide 

electronic coupling between NCs and therefore the properties of the resultant solids. For 

example, once the metal NCs are placed in close proximity in a solid, the surface Plasmon 

resonance shifts to lower energy with the increase in average dielectric constant of the 

surrounding medium. 

  In semiconductor NC solids, the inter-particle distances ≤ 0.5 nm cause strong exchange 

interactions as observed in pyridine-capped CdSe nano crystals. Larger size CdSe nano crystals 

≥ 2.5nm still maintain an inter-particle separation of ∼0.7 nm and the optical absorption spectra 

remain unchanged. Since pyridine is a volatile solvent, applying vacuum and gently heating 

the NC solid removes the cap, collapsing the inter-particle separation and further heating sinters 

them into solid having the inter-particle separations to reduce from 0.7 to 0 nm, the optical 

absorption spectrum approaching that of the bulk CdSe confirming the speculations. 

 For inter-particle distances >0.5nm, maintained by most organic capping groups, 

electronic excitations and carriers are localized in individual NCs and the solids are insulator 

with a Coulomb band gap. But with decreasing inter-particle separations ≤ 0.5 nm, strong 

exchange interactions cause significant delocalization that finally leads to insulator-metal-

transition as it was experimentally verified by preparing and compressing alkanethiol-capped 

Ag NCs monolayers on a Langmuir trough. In this experiment, as the distance between NC 

centers became comparable to the NC diameter the coupling increased and the energy bands 

of the NC solids increased in width, decreasing the Coulomb band gap. For a ratio of inter-

particle separation to diameter of ∼ 1.2, exchange interactions gave rise to the insulator-to-

metal transition causing disappearance of the Coulomb band gap. The onset of electronic 

delocalization is observed by dramatic changes in the optical and electronic properties of the 

metal NCs monolayers. The phenomenon of insulator-to-metal transition was first observed in 

the linear and nonlinear optical absorption and reflection of these monolayers involving Ag 

NCs. Just before the monolayer collapsed to a bilayer structure, the distance between surfaces 

of NCs capped with sufficiently short chain length ligands reached ∼0.5 nm the typical distance 

for the onset of exchange interactions. At these short inter-particle separations, electronic wave 

functions were delocalized over many nano crystals causing the monolayers to behave like a 

metal showing reduced reflectivity and enhanced absorption to levels characteristic of thin 

continuous metal films. The surface Plasmon resonance line width decreased as the 

delocalization of electronic wave functions enhanced the scattering length and time of 

electronic carriers. The observed changes in the optical spectra from the insulator-to-metal 

transition were reversible. Opening the barriers used to compress the monolayer of Ag NCs 

increases the inter-particle separation, and the optical properties of the monolayer is again 

characteristic of an insulator. These changes occurring in optical properties of metal NC 

monolayers are consistent with more recent measurements using impedance spectroscopy and 

STM techniques.  
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 In close-packed SLs, surfactant molecules covering NCs play a dominant role in overall 

charge carrier transport. To travel between the NCs, the charge carriers should pass through 

the inter-particle medium comprising of the surfactant molecules with long hydrocarbon chains 

behaving like tunneling barriers. In case the inter-particle coupling is weak, the electronic 

structure of individual metallic or semiconductor NCs can be described by discrete quantum 

confined wave functions localized on individual NCs. When these metallic or semiconducting 

NCs reside in close proximity to each other, individual wave functions start overlapping and 

forming “molecular orbitals” delocalized over several nano crystals or even propagating 

throughout the entire NC arrays.  

 It is known from the theoretical relation expressing the tunneling rate as a function of 

inter-dot spacing 𝛿  and barrier height ∆𝐸 , drops exponentially with increasing separation 

between the NCs. Reducing 𝛿  and ∆𝐸  by proper design of the inter-particle medium or 

introducing conjugated molecular linkers are generally used to enhance the inter-particle 

coupling strength. This kind of situation is further met during conductivity (σ) measurement of 

HS (CH) 2n SH capped Au NCs, where the conductivity varies as a function of n as σ ≈ exp (-

κn), where κ is the decay constant. This observation further confirms the strong dependence of 

the transport properties on the inter-particle separation. 

 The possibility of transferring an electron from/to a NC surrounded by a dielectric 

medium could also be examined in terms of the charging energy of the NCs. This Coulombic 

charging energy 𝐸𝑐  is the energy needed to put an additional electron on the NC because of 

electrostatic repulsion from already existing electrons. For individual NCs, Δ𝐸𝑐  can be 

determined by scanning tunneling spectroscopy measurements, wherefrom, it has been 

estimated to be Δ𝐸𝑐~ 0.34 eV in case of 3nm diameter Ag nano crystals. The Δ𝐸𝑐  acts like a 

barrier against the migration of electrons from one NC to another. The actual amount of energy 

required to move one single electron from one isolated metal NC to another is 2ΔEc according 

the following process: 

(NC - e)+(NC + e) → NC+ +NC-                                        (22) 

 In an array of weakly coupled NCs and at lower bias, there is a barrier in form of 

charging energy E ≈ 2Δ𝐸𝑐 that suppresses the current conduction, which is termed as Coulomb 

blockade. At large applied bias, the Coulomb blockade is overcome and current starts flowing 

through the NCs solid. The Coulomb blockade generated threshold voltage 𝑉𝑇  depends upon 

the parameters including charging energy, number of NCs spanning the gap between the 

electrodes, operating temperature and NC packing symmetry. 

 It has been noted that the delocalization of electron energy states occurred only if 𝛽 ≫ 

𝑘𝐵𝑇 falling in strong coupling regime. In an array of strongly coupled metallic NCs, the 

discrete energy states grouped together to form a band with width proportional to the exchange 

coupling energy 𝛽 . With the decreasing inter-particle spacing, the bandwidth is found to 

increase. Finally, when 𝛽 ΔEc, the Coulomb gap disappears and the carriers’ move freely 

throughout the NC solid and this kind of sudden change in carrier conduction is termed as Mott 

metal-insulator transition. Above this transition point, the coherent molecular-type orbitals 

extend over many NCs in an analogy to ordinary crystal. The phenomenon of electronic 

delocalization results in sudden changes in the optical and electronic properties of the metal 

NC solids and this transition is verified experimentally in case of monolayers of alkylthiol-

capped Ag NCs using a Langmuir trough to tune the inter-particle coupling by adjusting inter-

particle separations. In a two-dimensional array of 3nm Ag NCs capped with propanethiol, the 

reduction in the inter-particle spacing below ∼0.5nm produces a sharp discontinuity in the 

optical second-harmonic generation response, as well as the changes in the reflectance of nano 

crystals film, confirming the occurrence of insulator-to-metal transition. After this phase 
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transition, the absorbance and reflectance of NC film resembled those of a thin continuous 

metal film supporting delocalization of carriers over many nano crystals. 

 

3.3 Strained Lattice NC- Solids  

  

The well-known lattice constant is the basic parameter besides the crystal symmetry 

that determines the energy band structure of a crystalline material as discussed earlier. Once 

the lattice parameter becomes adjustable, theoretically it offers ample opportunities to 

manipulate the resulting electron states. These conditions have been explored in case of bulk 

crystalline materials by applying pressure to affect strained lattice, where the magnitude of the 

change is not much. However, in case of nano size entities like NCs/QDs the volume being too 

small the applied stress is able to affect the lattice constants almost through and through. Unlike 

bulk crystalline sample there is hardly any chance to relax the strain by creating lattice defects 

in case of NCs/QDs. Of course, it is another problem that it may not be very convenient to 

apply stress as it is in case of large size bulk crystalline materials. But, via the route of 

heteroepitaxy, it is possible to generate strained lattice and change the related band structure of 

the electron states for many types of useful device applications. How are these possibilities 

implemented in case of NCs is briefly highlighted below to get a feel for the practically 

achievable conditions?   

 Core-shell type of configureuration of QDs is very appropriate structure for exploring 

the influence of strained lattice to tune optical and other properties associated with QD and the 

derived solids [81]. The basic purpose of putting a shell around the QD core is primarily needed 

to improve the charge carrier confinement inside the QD by choosing a shell material with 

larger band gap. In case, few monolayers thick shell is epitaxially grown on the QD and the 

core is such that it is strained easily as compared to the shell material, there is a chance that 

both shell as well as the core is strained simultaneously. During epitaxial growth of such a 

shell, the lattice constant mismatch with core material introduces strain in the growing epitaxial 

layers of the shell specially in case the shell thickness is not large enough to relax the strain 

completely. On the other side, the strain passing to the softer core can also cause radial strain 

quite deep inside the core. In contrast, the epitaxial growth on a solid substrate introduces strain 

only in the growing epitaxial layer providing only one degree of freedom to accommodate the 

mismatch. This “double strain” of the colloids changes the properties of both the epitaxial layer 

and the substrate [81]. It was subsequently demonstrated that a very high level of strain is 

possible to tolerate in small NCs, compared to what is achievable in bulk materials. Small NCs 

(<5 nm) have a high surface to volume ratio and highly curved surfaces, allowing the stress 

from a lattice-mismatched epitaxial shell to be distributed over a large fraction of the 

constituent atoms. In larger NCs and bulk substrates, the total number of atoms is larger and 

the epitaxial stress is imposed on a surface that contains a smaller fraction of the constituent 

atoms, favoring the formation of strain-relaxing crystalline defects rather than homogenous 

strain. Based on these possibilities the epitaxial growth of a compressive shell material such as 

ZnS, ZnSe, ZnTe, CdS, or CdSe on a small and soft nano crystalline core like CdTe was found 

to produce a large change in the conduction energy band of the resulting heterostructures. It 

was, thus, proven that lattice strain could control the locations of charge carriers, modulate the 

excited state lifetimes, and tune the absorption and emission spectra across a wide wavelength 

range [81]. 

 It was further noted that lattice strain could also be used to induce significant band gap 

energy changes, when a shell material was coherently grown on a small and compressible nano 

crystalline core. In CdTe-ZnSe heterostructures, valence and conduction bands are aligned to 

localize both the electrons and holes in CdTe corresponding to type-I of SL behavior [1] in 
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bulk. On the nanometer scale, however, epitaxial growth of a ZnSe shell strongly compresses 

a CdTe nanocrystal because the lattice parameter of ZnSe (0.5668 nm) is considerably smaller 

than that of CdTe (0.6482 nm). For nearly all zinc blende II-VI and III-V semiconductors, the 

electronic energy gap increases with applied compressive force, and decreases under tensile 

strain, an effect that has been experimentally observed and theoretically predicted.  

Applying these conditions to the epitaxial growth of ZnSe on CdTe one can estimate 

the changes taking place in the band structure at the interface. The compressive strain in CdTe 

and tensile in ZnSe increases the conduction band in CdTe and decreases in ZnSe and thus the 

situation corresponding to Type-I SL, as anticipated earlier, is transformed into a Type-II SL, 

where charge carriers are separated without any interaction [81]. 

 With increasing epitaxial shell growth of ZnSe on CdTe, the optical absorption and 

fluorescence emission spectra are shifted toward longer wavelengths. In the case of (CdTe) 

ZnSe, however, additional shell growth continues to shift the absorption band-edge and the 

emission maximum, beyond the band-edge energy of bulk CdTe and ZnSe. These changes are 

caused by spatial separation of holes into the core and electrons into the shell, resulting in a 

decrease in the electron hole overlap integral. The largest spectral shifts are observed with very 

small cores, such as 1.8 nm CdTe, allowing tuning from the green to the near-infrared spectra. 

In contrast, the larger CdTe cores are not sufficiently compressed through epitaxy, and their 

emission spectra are not much affected by lattice strain. It is remarkable that QDs with small 

cores can be tuned to emit beyond the spectral ranges of larger dots, at both ends of the emission 

spectra. This novel phenomenon has not been observed for other types of QDs. Depending on 

the core size and shell thickness, these QDs can be tuned to emit between 500 nm and 1050 

nm with quantum efficiency between 25-60%. The fluorescence peak width is consistently 

between 40 and 90 nm FWHM in the near infrared region (i.e. 700-900 nm wavelength) [81].  

 It is further observed that the strain-induced spectral changes are gradual and do not 

exhibit abrupt transformations as might be expected for a transformation from type-I to type-

II. For the core sizes less than 4nm diameter, it was shown that the transition to type-II was 

“complete” after capping with 2–3 monolayers of shell material. Between 0 and 2–3 ML, 

however, the behavior of these QDs was between type-I and type-II, a regime that has been 

dubbed as ‘quasi-type-II’. Here, one of the charge carriers was strongly confined to one region 

of the NC i.e. the hole was confined to the core, whereas the electron was only weakly confined, 

being largely delocalized across the entire NC [81].  

 

4. ENERGY BAND STRUCTURE OF POLYMERS 

 

Knowing well that the AO overlaps facilitate bond formations where the electrons are 

confined in the bond regions and for this using the concept of hybridized AOs has been more 

appropriate as highlighted earlier [82] The advantage of using hybridized AOs has been 

illustrated in another case of C-atom possessing the electronic configureuration of 1𝑠22𝑠22𝑝2. 

According to the available electron states in the outermost shell, C- atoms should either form 

compounds like: CR2 with R-C-R angle of 90°, or else 1𝑠22𝑠12𝑝3 compounds (CR4) with 

three 𝑝-bonds at 900 to one another and a 𝑠-bond in an unspecified direction. Since CH4, CCl4, 

and numerous polymeric molecules are known to have tetrahedral configureuration, the simple 

overlap of orbitals is not able to explain the situation observed experimentally [82]. Rather, C-

atoms in polymeric molecules are known to form four nearest-neighbor 𝜎 −bonds in sp3-

hybridized form where the large electron energy band gap arising out of 𝜎-bonded C-atoms 

renders them electrically insulating, and generally opaque to the visible light. For instance, in 

polyethylene comprising of monomeric repeat of (CH2-CH2) - unit, the optical band gap is on 

the order of 8 eV [83]. In addition, there exists a continuous chain of unsaturated C-atoms 
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bonded in the sp2-hybridized form in conjugated polymers, wherein each C-atom has three 𝜎-

bonds, and one 𝑝𝑍 -orbital forming 𝜋-overlap with the 𝑝𝑧-orbitals of the nearest neighbor C-

atom. Such overlaps form 𝜋-states delocalized along the polymer chain forming electronic 

bands with a band gap, 𝐸𝐺 (𝜋) < 𝐸𝐺(𝜎) as confirmed by lower energy optical absorptions. 

Presence of these delocalized 𝜋-electrons makes these conjugated polymers different from a 

polymer with 𝜎-bands in the following ways. For instance, these conjugated polymers possess 

a relatively smaller band gap ~1.4eV causing low-energy excitations; get easily doped by 

oxidation or reduction usually through charge transfer complexes with molecular dopant 

species, wherein higher charge carrier mobilities give rise to higher conductivities despite the 

presence of charge bearing quasi particle species moving freely along un-interrupted polymer 

chains [83]. 

 Although, single-electron Hückel formulation is sufficient for determining the 

electronic structures of conjugated polymers but it needs to include ‘many-body-effect’ in case 

of luminescence, electron-hole separation, or nonlinear optical response involving excited 

electronic states as well as inter-chain interactions [84]. Further, while analyzing various kinds 

of 𝜋-conjugated systems, the presence of electron-electron interactions as well as the profound 

influence of the electronic and polymer chain structures make the situations still more complex 

to analyze them theoretically. 

 For visualizing the energy-band-structures of conjugated polymers, it is helpful to 

examine the simplified H𝑢̈ckel model of a hypothetical linear chain of one atomic orbital in 

each unit cell of length 𝑎 , the energy is expressed as a function of wave vector 𝑘  in the 

following form [84,85]: 

𝜖(𝑘) = 𝛼 + 2𝛽cos (𝑘𝑎)      (23) 

Where, 𝛼  and 𝛽  are the ‘Coulomb’ and the ‘nearest neighbor resonance integrals’ of the 

orbitals, respectively and 𝑘 is the wave vector in the range of  –
𝜋

𝑎
≤ 𝑘 ≤ 𝜋/𝑎.  

 According to the above equation in a hydrogen chain with 𝑠-orbitals at each node, it is 

expected that (0) > 𝜖 (
𝜋

𝑎 
), because a positive overlap between s-orbitals results in a negative 

𝛽 [85]. However, the opposite holds for a linear chain of 𝑝𝑥-orbitals propagating along the 𝑥-

axis, where a negative overlap gives positive 𝛽. Thus, the energy increases with increasing 𝑘 

due to interactions among the 𝑠-orbitals, while with 𝑝𝑥-interactions, it decreases from Γ 𝑡𝑜 𝑋 

in (100) direction in the Brillouin zone of reciprocal space.  
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Figure. 4(a) Possible types of energy-momentum variations expected due to interactions from 

S and P-Orbitals (A, and B) from the nearest neighbors shown above. 

 

 

This simple exercise clearly explains the energy dependence on 𝑘 decided by the nature of 

orbital interactions involved therein as explained in Figure. 4 (a) and (b) in a schematic way 

using a chain of H-atoms as model [85]. 

 
 

 

Figure. 4(b) Schematic representation of various possibilities of energy-momentum 

relationships under different kinds of interactions of atomic orbitals from the nearest neighbor 

(A, B, C, and D).  

 

 

Instead of only one type of atomic orbital at each site, as mentioned above, if two different 

atomic orbitals are involved there on each node, it is natural to expect two non-overlapping 

bands to exist. For example, in case of 𝑠 and 𝑝𝑥  orbitals at each node, without any 𝑠 −  𝑝𝑥 

mixing, the band structure would have both the branches in two possible ways – in one case an 

increasing branch is situated below the decreasing one or vice versa. In case of two other 

possibilities, where both the bands are increasing or decreasing simultaneously, it implies that 

the bands originate from the orbitals having the same orbital property. This simple analysis of 

a hypothetical linear chain clearly shows the existence of a direct band gap where valence and 

conduction bands are made up of orbitals with different symmetries but in case the basis 

orbitals have the same topological properties, it gives rise to an indirect band gap. Applying 

similar consideration to one-dimensional organic semiconductors, it is possible to predict the 
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energy band gap types for a given phase relationship of the HOMO and the LUMO of the 

constituent monomeric repeating units [84]. 

 The presence of a finite energy-gap in a conjugated polymeric system is invariably due 

the existence of the alternate single and double bonds. Bond length variations caused by 

changing overlaps of the atomic orbitals involved in binding of a polymer chain determines the 

energy band structure and the magnitude of the energy gap. In case of long chain polymeric 

molecules, the translational symmetry along with cyclic boundary condition helps in arriving 

at an energy band structure quite similar to that of the condensed matter lattice [84]. 

 For using conjugated polymers in realizing electron devices, it is also necessary to 

change the availability of charge carrier concentration by donor/acceptor impurity doping quite 

similar to that of the inorganic semiconductor. Since the phenomenon of doping in organic 

semiconductor is quite different from that in the inorganic semiconductors, it is better to 

examine first the response of the polymeric molecule to the addition of an electron or a hole. 

Because of strong coupling between an electron and the polymeric chain, it causes significant 

perturbation leading to formation of a mobile species that may be charged or neutral having 

high field mobility around 0.1 cm2/Vs  [86]. In an organic molecule, in general, the strong 

coupling between the electronic structure, molecular geometry, and the chemical structure – 

all put together determine the bond formation and therefore, for including the influence of such 

quasi particles in the overall charge carrier transport in organic molecules, the concept of 

‘polaron’ was introduced in 1980s for understanding the electronic and optical properties [87-

90].  

 Further, it is also expected that adding an excess electron into a conjugated polymer 

chain would add a new band-gap state forming singly charged polaron. In polymers having 

non-degenerate ground states, the polarons would pair up to form spin-less, doubly charged bi-

polarons [83,88,89]. 

 In a conventional semiconductor with rigid lattice, it is well-known that the transport 

properties of electrons and holes are governed by their interactions with lattice phonons as the 

major cause of momentum and energy relaxations resulting in temperature dependent mobility 

of the charge carriers [1,90]. However, the situations differ in case of ionic or highly polar 

crystalline materials like II-VI semiconductors, alkali halides, and oxides, where the charge 

carriers cause significant distortions in the surrounding regions due to attraction/repulsion of 

the surrounding ions. Representing this phonon cloud combined with electron as a source of 

scattering with smaller and larger displacements, charge carrier transport properties are 

determined accordingly [91]. 

 

5. ENGINEERED SYNTHETIC MATERIALS 

 

 One of the most significant contributions of material science development in 20th 

Century has been the successful growth of almost zero-defect crystal lattice in bulk and thin 

films by controlling the processes of nucleation and crystal growth followed by thermal 

treatment under different ambient conditions. Having mastered this technology on a 

commercial scale, numerous methods were also explored additionally to change the lattice 

parameters, compositions, and charge carrier confinements across band offsets to realize 

control on band gap of the special structures so developed. Before taking up the broader issues 

of band structure engineering (BSE) of NCs, it would be quite useful to have quick look into 

the level of success achieved in these strategies as described in the followings. The level of 

confidence gained in these areas has been the main drive to look for better results with the 

development of NCs based material syntheses. 
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5.1 Crystalline Inorganic Materials  

  

Considerable efforts have been made in the recent past to develop BSE concepts of 

materials with special emphasis on modifying their electronic, optical, and opto-electronic 

properties for various applications after having access to an advanced technology of depositing 

single crystal inorganic semiconducting thin films with monolayer precision during the later 

half of the 20th Century [1]. For implementing this strategy, several approaches have already 

been evolved during last several decades.  

 In one of the earliest approaches, alloying of the two miscible semiconducting materials 

having almost identical lattice constants but one with smaller band gap and the other with a 

larger one, exhibited a band gap between the two limits depending upon their stoichiometric 

ratios. This scheme of adjusting the energy band gap by alloying two miscible crystalline 

materials was extended further to grow ternary, and quaternary compound semiconductors for 

their numerous optoelectronic applications on a larger scale [92].  

 In another approach, the discrete energy levels, either situated below the gate oxide in 

a metal-oxide-semiconductor field effect transistor (MOSFET) operating under heavy 

inversion or present in a quantum-well formed at a hetero junction, were used to realize a two-

dimensional electron gas (2DEG) channel. For instance, in MOSFETs, the electrons lying just 

below the gate oxide and confined to the lowest energy state, are only able to move parallel to 

the interface without much of scatterings. Similarly, in a hetero junction, it is equally possible 

to confine electrons/holes in triangular quantum wells formed due to conduction/valence band-

offsets. Thus, a 2DEG/2DHG sheet, realized across hetero-interfaces, exhibited very high 

mobility due to almost complete absence of impurity scattering in these extremely thin layers. 

High electron mobility transistors (HEMTs) using such channels exhibited significant 

amplifications at millimeter wave frequencies required in strategic and industrial applications 

[93].   

 In another case of a double hetero structure laser (DHL), a thin layer of smaller direct 

band gap semiconductor sandwiched between two larger band gap layers in place of original 

configureuration of p-i-n type of a conventional laser diode configureuration, exhibited 

improved performance due to the presence of two heterojunctions, situated on the two sides of 

the active layer and acting as efficient barriers causing more efficient recombination of 

electrons and hole injected from the either sides.  For instance, a combination of gallium 

arsenide (GaAs) and aluminum gallium arsenide (AlxGa1-xAs) with adjustable band gap by 

changing x was found appropriate for realizing such DH lasers performing more efficiently 

than the simple structure used earlier. Further reduction in the active layer thickness gave rise 

to discrete energy states due to quantum confinement of electrons. The modified density of 

states and thickness dependent inter-level separation associated with these discrete energy 

levels exhibited better performance for laser action. For example, only changing the active 

layer thickness, it could be made possible to tune the laser wavelength. Using such a simple 

energy-band-structured active layer offered significantly substantial improvement in the 

efficiency with reduced threshold current for laser action. Further improvements in the laser 

efficiency as well as threshold current density reduction were demonstrated by replacing the 

quantum well layer by quantum wires or an assembly of QDs.  

 The simplest hetero structure comprising of such a quantum well was prepared by 

depositing a thin layer of gallium arsenide (GaAs) sandwiched between two thick layers of 

gallium aluminum arsenide (GaAlAs) employing epitaxial deposition [94]. Instead of using 

inter-level transitions across these allowed discrete electron energy states, as described earlier, 

it is also feasible to delocalize these states by providing sufficient overlap between two nearest 

neighbor QWs inter-connected by a very thin barrier layer resulting in the formation of 
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superlattice (SL) mini bands. Properties of the electrons and holes belonging to these SL-mini 

bands were possible to control by adjusting various parameters of the SL, so formed, involving 

a large number of identical QWs in a periodic structure. These kinds of superlattice structures 

have been prepared successfully using high precision CVD, molecular beam and atomic layer 

epitaxy for compound semiconductors [94]. 

 The examples, given above, show that using high quality epitaxial growth of thin 

semiconducting layers it has been possible to realize confined charge carriers possessing 

discrete as well as delocalized behaviors and put them to use in fabricating high performance 

electronic and optoelectronic devices. This could be done so because of the availability of very 

high precision epitaxial layer deposition technology evolved in connection with 

microelectronics development during last six decades.  

 

5.2 Conjugated Polymers 

  

The BSE approach developed in connection with crystalline semiconductors of 

inorganic origin was found equally applicable in implementing in polymeric materials having 

repeated units of monomers along with functional moieties and nanostructured species 

ensuring still more profound flexibilities and relatively simpler solution-based processing 

capabilities [95,96].  

In the area of polymer science, the discovery of a conjugated polymer (CP) named poly 

(acetylene) (PA) triggered the growth of conducting polymers [97] subsequently followed by 

the development of poly (aniline) (PANI2), poly (pyrrole) (PPy), poly (thiophene) (PTh) and 

more recently poly (3,4-ethylenedioxy thiophene) (PEDOT) for exploring their applications in 

different fields [98-103]. Originally this effort was meant for replacing copper and aluminum 

based contacts and interconnects by lightweight conjugated polymers for their applications in 

air and space borne electronics as endorsed by the fact that heavily doped PA was more 

conducting than copper on conductivity per unit weight basis, but it could not be used further 

due to associated environmental instability. The continued search for still better alternatives 

led to the development of indeed newer families of polymers like PANI, PPy, PTh, and PEDOT 

with improved stability but, then, having much less conductivity.  Thus, the failure of 

improving the stability along with associated higher conductivity on one hand and the 

successful realization of a number of promising devices including organic thin film transistors 

(OTFTs), flexible light emitting displays (OLEDs), chemical sensors, and nerve cell guidance 

channels and biological substrates, on the other hand, finally led to complete reorientation of 

the research and development activities from that of searching for a light-weight metal 

contact/interconnect replacement to more useful applications found feasible [99,101, 103-107.  

The first-generation CPs including PA, PANI, PPy, and PTh were, as such, not found 

very useful materials for most of the industrial applications. However, PEDOT from the 2nd 

generation turned to be superior to PTh in terms of reduced band gap and enhanced 

environmental stability as a doped conductor. Having exhausted the explorations of hetero 

cycles for preparing 3rd generation CPs having lower band gap, aqueous compatibility, 

amenable to n-type doping and adequate stability, it emerged that next generation CPs would 

possibly come from monomers comprising of smaller functional units to incorporate electronic 

properties needed while maintaining polymerization as well as stability [108]. 

 Designing materials with optimized combination of properties requires a fundamental 

understanding of how a particular structural modification is related to the ultimate material 

properties. Recent studies have clarified that most important material parameters that control 

the properties of CPs are the band gap and position of the edges of the conduction band and 

valence bands [108].  
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The possibility of tailoring the electronic properties of conjugated electroactive 

polymers (CEPs) possessing electro chemical doping/un-doping during synthesis initiated a 

very rapid growth in this area by modifying the characteristic properties due to changing 

locations of the valence and conduction bands leading to band gap modifications or modified 

oxidation/reduction. It was easy to verify that band gap changes were reflected in the variations 

of the emission wavelengths, absorptive colors in electro-chromic devices and conductivity in 

the neutral state. In addition, changes in the respective energy levels allowed optimization of 

interfacial energy level alignments between the polymer and contact electrodes in organic light 

emitting devices (OLEDs) [109]. Low band gap CEPs, thus, started emerging as important 

materials because of their high intrinsic conductivity in the neutral state, transparency in the p-

doped conducting state, and their tendency to achieve reduced band gaps through conduction 

band energy lowering making stable n-type doping possible [108]. There are several factors 

that affect the band gap in CPs as discussed in an earlier review [110], which included: 

reduction in bond length alternation, introducing planarity in the repeat units, inter-chain 

effects, resonance contributions and donor-acceptor effects [98,110-113]. Out of these several 

possibilities, ensuring planarity of the repeat unit was found difficult to achieve without 

compromising solubility [114] and inter-chain effects have sparsely been described [115,116], 

maximum efforts were made in enhancing the stability of the quinoid character in the neutral 

polymer and employing donor-acceptor effects.  

In absence of any accurate design methodology to relate the structure-properties 

relationships for different families of materials that derive their properties from extended range 

inter and intra-molecular interactions; systematic studies were conducted to clarify the 

influence of substitutions on the band gap in a perfectly alternating donor-acceptor (D-A) 

copolymers [108]. In this program, poly (isothianapthene) was considered as low band gap CP 

having a thiophene ring fused to a benzene ring across the 3rd and 4th positions of the thiophene 

ring allowing the polymerization to take place through the 2nd and 5th positions of the 

thiophene ring, and this kind of modification enforced a competition between thiophene and 

benzene rings for aromaticity as it is not possible for both to be aromatic simultaneously. 

Detailed analysis of this process, however, revealed that benzene remained aromatic while 

thiophene adopted a pseudo-di-radical electronic state at the 2nd and 5th positions. Thus, 

during polarization, the bonds connecting the thiophenes existed in the quinoid state lowering 

the band gap by decreasing bond length alternation. While this was found as an effective 

method of lowering polymer band gap, it proved to be of only limited scope because of complex 

synthesis involved [108]. 

  Later studies have confirmed that tailoring the band gap by either planarization of the 

repeat units by fusing hetero-cycles together, or by creating polymers with alternating donor 

and acceptor moieties or some combination of these two approaches was found as a better 

option [108]. The donor-acceptor route has, by far, been proven versatile in terms of diversity 

in synthesis, while avoiding solubility problems. The logic behind the donor-acceptor (D-A) 

route has been the possibility of achieving higher HOMO of the donor and the lower LUMO 

into the resulting monomer as well as polymer electronic structure [117]. In D-A approach, 

alternate donor and acceptor moieties result in a polymer having combined optical properties 

of the parent donor or acceptor monomers [108].  

 In another alternate approach, band gap was adjusted while synthesizing benzo [1, 2-b: 

4, 5-b′] dithiophene (BDT) with different conjugated units in modifying the structure of conjugated 

polymers by co-polymerizing with different units [118]. The band gaps of the synthesized 

polymers were thus found to vary in the range of 1.0 - 2.0 eV, by effectively adjusting their 

HOMO and LUMO levels. It was also noted that in some cases, for example, the TPZ unit reduced 

the band gap by lowering the LUMO energy level and elevating the HOMO level of the polymer, 
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but in contrast, the BT unit lowered the band gap only by depressing the LUMO level. 

Similarly, the influence of HOMO level on the VOC in OPVSC was also examined as noted in 

case of a combination of BDT and TPZ being 0.5 V lower than that in case of BDT and BT. 

The systematic study of seven commonly used units on band gap, molecular energy level, and 

photovoltaic properties of the BDT based polymers gave very useful information not only for the design 

of the PV materials but also for the materials of various other electronic devices. In addition, the 

performance of PCBM and H6, based polymers exhibiting an efficiency of 1.6% indicated that 

BDT is a promising common unit for photovoltaic conjugated polymers [118]. 

A theoretical study of predicting the structure, electronic, optical and photovoltaic 

properties of a series of newly designed organic materials containing fluorene, thiophene, 

phenylene and acceptor moieties was carried out by applying density functional theory (DFT) 

for investigating the photo-physical properties of alternate donor–acceptor type molecules. The 

insertions of fluorene, thiophene and phenylene rings based donor units with acceptor units 

such as benzothiadiazol (BT), benzopyrazine (BP), pyridopyrazine (PP), benzooxadiazol (BO), 

thiadiazolo pyridine (TP), and oxadiazolopyridine (OP) in the co-oligomer backbone, were 

found to give better match to the solar spectrum resulting in more efficient light harvesting. 

Moreover, the acceptor linkages not only provided conjugated bridges but also reduced the 

steric interaction between aromatic rings and thus enhancing the effective intramolecular 

charge transfer between donor and acceptor parts. The low band-gap of around 1.85 eV and 

the calculated estimates of VOC of 1.18 V were anticipated to result in efficient electron 

injection. The computed theoretical results suggested that both the acceptor moieties and the 

stable geometry contributed significantly to the electronic properties of alternating donor–

acceptor conjugated co-oligomers [119].   

 

5.3 Nano crystalline Materials 

 

The conditions prevailing in nanostructured materials are more appropriate for 

synthesizing numerous families of future materials. For example, charge carrier confinements 

in a large variety of nanostructured material species as well as fullerenes, nanotubes and 

graphene molecules offer much wider possibilities of realizing engineered material properties 

as discussed in various publications [120,121]. The attempts made in this context using 

theoretical and experimental investigations in recent past are examined here to explore the 

possibility of not only using them in active devices but also in developing smart and intelligent 

materials for their future applications.  

It is noted while determining the electronic states in various types of nanocrystalline 

materials, as discussed earlier, the phenomenon of quantum confinement of electrons is very 

much morphology dependent. Once size enters into the phenomenon of quantization, the 

allowed energy states and the resulting inter-level separations become morphology specific and 

thus opening several possibilities of controlling their electronic and optoelectronic properties 

by changing their sizes and shapes accordingly. But this kind of morphological sensitivity 

makes it practically more difficult to sort them out during their syntheses based on highly 

random interactions involved therein. Only possibility, which appears to help in this context, 

is to use some kind of self-assembly and molecular recognition based chemical conjugations 

for forcing these reacting species to engage, in case feasible, a precisely known morphology. 

Incidentally, in solution-based syntheses, it is possible to incorporate these features accordingly 

with advantage. 
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5.3.1 Metal and Semiconductor NCs 

 

Detailed experimental and theoretical investigations carried out on a large number of 

metal/semiconductor NCs for their numerous applications primarily conceived on the basis of 

quantum confinement of electrons either available in delocalized states as well as the 

hybridization of atomic orbitals participating in chemical bond formations in NCs, which may 

differ considerably from the bulk. In addition, the presence of chemical moieties and functional 

groups on the NC surfaces are better handled experimentally in stabilizing the NCs than taking 

them into account properly because of complexities involved in handling many body problems. 

Despite problems faced in computing the energy band structure of different species of NCs 

with different types of surface functionalization schemes developed and used successfully, the 

entire areas of applications have been benefitted significantly in recent past. In future, with the 

development of better theoretical models it is expected that the problems will be taken care of 

better.  

In order, to assess the overall situation regarding the utility of their programmable 

features with respect to their particularly emerging applications, various developments that 

have taken place in connection with precise determination of microstructures, surface 

functionalization and stability considerations and theoretical models developed to support their 

observed behavior as well as predict the other unexplored features are discussed in brief in the 

following. 

 

5.3.2 Metal NPs – Structures  

 

The structural analyses of different configureurations of bare/ ligand stabilized metallic 

NPs were carried out exhaustively using various measurement techniques like TEM, XRD, 

EXAFS, and Mössbauer spectroscopy to identifying the role of the core involved in further 

build up of the rest of the structure. For example, the analysis of stable Au55 confirmed a bulk-

like hexagonal close-packed (hcp) structure built around the smallest ligand-stabilized first 

full-shell cluster of Au13 leading to further growth of the icosahedra [122-129]. Similarly, XRD 

analysis of Au55(PPh3)12Cl6 revealed that the final structure was arrived at after starting from a 

distorted hexagonal close-packed core of Au39, protected by 14 PPh3 and 6 Cl ligands. These 

findings were valid only for ligand-stabilized particles, which could not be extended to the bare 

clusters [129,130]. In another study of p-mercapto-benzoic acid (p-MBA)-protected gold NPs, 

comprising of 102 Au atoms and 44 p-MBAs, the starting core was a decahedron, surrounded 

by additional layers of Au atoms, where p-MBAs interacted not only with Au atoms but also 

with one another resulting a rigid surface layer having chirality, with a closing of a 58-electron 

shell [131]. A similar study of the internal structure of thiolate stabilized Au-NPs with the 

composition of [N(C8H17)4
+][Au25(SCH2CH2Ph)18

-] confirmed the presence of three types of 

gold atoms: (i) smallest core of Au13 - with one central Au atom surrounded by 12 Au atoms; 

(ii) 12 Au atoms forming the vertices of an icosahedron around the central atom with five bonds 

to Au atoms and one to a sulfur atom, and (iii) 12 Au atoms stellated on 12 of the 20 faces of 

the Au13 icosahedron [132]. In another study, the internal structure of Au38SC2H4Ph24 NPs was 

found to contain a face-fused Au23 bi-icosahedral core with the capping of three monomeric 

Au (SR2) staples at the waist of the Au23 rod and six dimeric staples with three on the top 

icosahedron and other three on the bottom icosahedron. The six Au2(SR)3 staples were found 

arranged in a staggered configureuration with Au38S24 framework having C3 rotation axis 

[133]. 

A systematic study of very small Au NPs, carried out recently, not only confirmed that 

the particles < 2nm and > 2nm diameters possessed icosahedral and truncated octahedral 
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structures, respectively, but also revealed that the lowest energy structures determined by 

theoretical calculations did not represent the actual condition due to significant thermodynamic 

effects [134]. 

The stability of icosahedral, decahedral and cuboctahedral NPs of other metals 

including Ni, Cu, Rh, Pd, Ag, Ir, Pt, and Au were theoretically explored using the local 

optimization of the total energy using tight-binding second moment approximation and 

quantum Sutton-Chen potentials. It was inferred from such a theoretical study that the 

icosahedral form was be most stable for Ni, and least stable for Au. The stability of Rh, and Ir 

NPs was found to be size and shape dependent [135]. 

A density functional theoretical study (DFT) of thiol, phosphine, and mixed phosphine-

thiol protected Pd13 and Pd55 metal cores showed the feasibility of modifying their catalytic 

properties considerably. Due to significant interplay between the frontier orbital stabilization 

based on the contribution of the sulfur and the charge donation by the phosphine, the charging 

energy of the mixed phosphine-thiol protected cluster was found larger than that of either 

phosphine or thiol only systems. This study showed that it is possible to program these catalytic 

NPs by varying the compositions of the protecting ligands [136]. During the study of Pd NPs, 

it was noted that the arrangement of Pd atoms was less ordered in thiolate-protected NPs than 

in amine-protected ones, in which, the S-Pd bonds in sulfide layer surrounding the NPs caused 

significant structural disorders [137]. 

The structure of thiol-protected (AuxAg1–x)312±55 clusters was studied recently as a 

function of composition (x) considering the structural motifs of icosahedral, fcc, and ino-

decahedral. The observed structures were found sensitive to the compositions, for example, 

icosahedral and fcc structures were found dominating Ag-rich and Au-rich clusters, 

respectively, while ino-decahedral structures were observed only in clusters with Au content 

greater than 30% [138]. 

 

5.3.3 Surface Stability – Metal NPs 

 

While the surfaces of bulk gold and 7.9, 2.9, 1.6, 1.3, and <1 nm diameter NPs were all 

found prone to oxidation when exposed to atomic oxygen, bare Au55 remained practically 

unaffected even during extreme oxidizing conditions [139]. This unique behavior of Au55 

cluster was assigned to the closed-double-shell excluding any electronic contribution. 

Extending this argument further, it could be predicted that Au147 or Au309 cluster would also be 

unaffected by oxidation. 

In order to study the stability of Ag NPs in detail during oxidation, surface passivated 

with citrate and L-glucose as well as unprotected NPs having diameters in the range of 3-5 nm 

and 10-12 nm were studied using UV-Vis absorption spectroscopy, SAXS, TEM, along with 

their electrochemical oxidations using STM, cyclic voltammetry, and XPS techniques [140]. 

Anodic oxidation of these Ag NPs gave Ag2O, while only a layer of “primary” Ag (I) oxide 

emerged on larger uncapped nanoparticles during the potential sweep. The formation of AgO 

at higher potentials proceeded readily at the “primary” oxide but was retarded at the smaller 

NPs. Citrate and glucose-capped NPs showed substantially retarded formation of Ag2O and 

AgO highlighting a non-trivial effect of particle size and transient mobilization of Ag species 

on the reactions of silver NPs [140]. 

An attempt was made to empirically correlate the influence of shape factor λ, defined 

as the surface area ratio between non-spherical and spherical QDs with identical volumes, 

along with the diameter D, in a recent publication, by taking the melting points and 

thermodynamic stability data of the tetrahedral, decahedral, octahedral, cuboctahedral, and 

icosahedral structures [141]. In was in general found that the smaller values of λ resulted in 
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higher thermodynamic stability leading to a variation in melting point Tm as: Tm (icosahedron) 

>Tm (cuboctahedron) >Tm (octahedron) >Tm (decohedron) >Tm (tetrahedron). The cumulative 

influence of λ and D was found to enhance Tm (D, λ) with increasing D, while decrease with λ 

increasing. The validity of this empirical model was confirmed by the experimental and 

simulation results of the size and shape-dependent thermodynamic stability in Au, Ag, Ni, Ar, 

Si, Pb, and in quantum dots [141]. 

Well-known thermodynamic instability caused by high surface energy of the bare NPs 

forces them in general to relax by attaching to some molecular species from the surroundings 

or lowering the surface energy through coagulations/agglomerations. Knowing this fact, efforts 

have been made for avoiding their mergers among themselves by using various types of surface 

stabilizations techniques based on electrostatic, steric, and electro-steric considerations 

[142,143]. 

 While implementing electrostatic stabilization, it is necessary to know about the inter-

particle repulsive and attractive interactions arising due to the presence of double layers formed 

around each NP and weak van der Waals forces operating upon these NPs, respectively 

[144,145]. A systematic analysis of the electrostatic interactions experienced by metallic NPs 

in a colloidal solution in presence of anionic and cationic species did provide an estimate of 

this interaction energy as a function of the number of ions around each NP, which increased 

with growing number of ions and became positive for N ≥ 9  [143]. It was further noted that 

this electrostatic energy could be comparable to that of the chemisorption in case of only few 

charged species surrounding the individual NPs. With increasing number of these surrounding 

charged species, the energy decreased significantly, which has particularly been found 

important in steric stabilization [143]. 

Considering the availability of sufficient cationic and anionic species in the solution it 

is easy to understand about the double layer formation around individual NPs. Based on 

electrostatics, it may be noted that the induced dipole moment in a metallic sphere is zero when 

two identically charged entities approach such a NP from exactly opposite directions in contrast 

to its enhanced values when the charges on the two species are of opposite nature. According 

to this law, the cationic and anionic species approaching the individual metal NPs would 

certainly induce many image charges - δ+ and δ- on the surface resulting in sufficient multi-

pole moment. Further, the different chemical natures of cations and anions would result in 

distinctly different interactions with the metal surface forming a double layer of oppositely 

charged ionic species around each NP imparting repulsive inter-particle forces among them in 

the vicinity besides promoting the approach towards metal NPs [144]. Following this approach, 

it has been possible to control their agglomerations/de-agglomerations by incorporating 

changes in the magnitude of the dipole/multi-pole moments of the metal NPs either by 

increasing or decreasing the influence of polarization, respectively. This concept was applied 

in designing the “smart” nanomaterials [146-148]  

In an alternate scheme of steric stabilization, very large size molecular or ionic species 

were adsorbed on the individual NPs introducing geometrical constraints around the NPs to 

reduce their mergers resulting in stabilization. It is worth noting in this context that an 

elongated or conical geometry might be advantageous in keeping the approaching NPs apart 

and in case the length of the stabilizer is significantly longer than the characteristic size of the 

NPs, spherical structures are likely to form encapsulating the NPs. Accordingly, the high 

molecular weight polymers have very often been found good stabilizers for NPs. 

While improving adsorption properties of the stabilizing species for longer residence 

times by preventing their spontaneous desorption, the chelating effect has been found to 

increase the probability that the stabilizer remains adsorbed. Metals with more valence orbitals 

than valence electrons known to have an “electron deficient” surface that can very easily attach 
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electron-donating species like divalent sulphur, trivalent phosphorus/nitrogen moieties or 

molecules with 𝜋-electrons. Highly charged larger size molecular species have therefore been 

found better for electro-steric stabilization.  

According to the requirements mentioned above, the most suited stabilizers for metal 

NPs would, therefore, be those species that are ionic, adsorbing strongly and providing steric 

and electrostatic stabilization simultaneously. Ionic liquids, consisting of cations and anions, 

provide excess ions favoring coordination also of less strongly coordinating ions. Although, 

strong coordination is good for physical applications as QDs, but not suitable for applications 

like catalysis, where access of the substrate molecules to the metal surface is required.  

In this context of NP stabilization, ionic liquids (IL’s) offer particularly appropriate 

electrostatic features, while simultaneously it has been possible to select them in such a way 

that either the cations or the anions are not only strongly chemisorbed, but also have the 

appropriate bulky geometry providing steric hindrances. Besides, the unique combination of 

their physicochemical properties like negligible vapor pressure, non-flammability, high ionic 

conductivity, low toxicity, good solvent for organic and inorganic molecules, high thermal 

stability, and wide electrochemical window make them a good choice for NP stabilization. In 

this context, it is useful to examine the anions/cations of tetra-octyl-ammonium bromide, out 

of which anions adsorb very strongly on metal surfaces, but have relatively smaller size in 

contrast to cations offering bulky geometry for steric repulsion. In fact, many examples of tetra-

octyl-ammonium stabilized metal NPs are already reported in the literature [149]. Charged 

polyelectrolytes [150] are the other well-known stabilizers of metal/metal oxide NPs and 

organic micelles meeting the criteria of steric as well as electrostatic stabilization together 

[151-158]. Metal NPs stabilized by tetra-alkyl-ammonium halides met the electrochemical as 

well as steric criteria, as metal surface absorbed halogen ions strongly, while the surrounding 

tetra-alkyl-ammonium cations restricted the close contact between the NPs [159-161]. Tetra-

hexyl, tetra-butyl and tetra-octyl-ammonium bromide/chloride based molten salts were used as 

first ionic liquids to stabilize NPs [160,161]. Note that the use of imidazolium based ionic 

liquids for the stabilization of Ir NPs was reported much later in 2002  [162]. Another aspect 

of ionic liquids is that the thermal movement of the colloidal nanoparticles is suppressed due 

to the high viscosity of the surrounding medium minimizing the probability of close contacts. 

Imidazole IL functionalized with carboxyl and amido group has been found useful for 

preparing metal nano fluids (Au NFs) with improved stability as well as higher thermal 

conductivity [163-168]. 

 Ionic liquid modified NPs form a system with many degrees of freedom and particularly 

because of sufficient tunability of their physical properties like viscosity, conductivity, and 

melting point by changing the structure of cation and anion, besides their solubility, dispersion, 

and accessibility which are possible to tailor for specific applications. Functional groups are 

possible to introduce into the cation or anion for improving stability of the NPs as well as 

modify their catalytic properties. A mixture of two/more ionic liquids with one/two types of 

NPs offers an altogether new combination of physicochemical properties, which are different 

from those of the single components.  

Anion in ionic liquids (IL’s) are found to play a comparatively more significant role 

than cation in stabilizing metal NPs due to its stronger interaction with metal surfaces, which 

may be used for modifying the stability accordingly. Although, non-functionalized IL’s 

interacting very weakly with metal surfaces are good for improved catalytic activity, but offer 

poor stability/recyclability of the NPs. Using hydroxyl group functionalized ILs has been found 

effective in taking care of this problem of NP stabilization by interacting with halide anion as 

seen in case of stabilized Pd species using this route. Functionalized IL’s are found very 
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effective when used in conjunction with polymers and ligands exploring strategies involving 

electrostatic, steric and coordination along with electron donating ligands as discussed earlier.  

Various aspects of applying IL’s in metal NP stabilization have been reviewed in detail 

elsewhere providing more information [143, 169,170]. 

 

5.3.4 Semiconductor NCs  

 

A quantum dot (QD) is a semiconductor nanocrystalline material supporting bound 

electron-hole pairs called excitons due to quantum confinement in a small volume created by 

high-energy photons discovered in early 1980’s. QDs possess their electronic properties 

somewhere between those of bulk semiconductors and of discrete molecules.  

Size-specific optical, electronic, and optoelectronic properties of the nanosize QDs 

exhibiting discrete electronic transitions, as well as possessing useful properties of crystalline 

materials have been observed due to interaction of the quantum confined excitons with electric, 

magnetic, and the electromagnetic fields. High-energy photons (i.e. energies > EG) irradiating 

these QDs excite electrons from the valence to the conduction band leaving holes in the valence 

band producing excitons, out of which, the relaxing excited electrons returning to the valence 

band and annihilating the parent excitons emit photons in form of radiative recombination.  

These excitons, extending over a length scale of 1-100 nm according to the material 

used, when confined in a volume with dimension smaller than the exciton extension enable the 

QDs to exhibit size-specific absorption and fluorescence spectra with discrete electronic 

transitions including size-specific energy band gap. Thus, due to strong quantum confinement 

of excitons in QDs, it has been possible to tune the band gap as a function of the dimensionality 

and degree of confinement as verified in case of CdSe QDs, quantum wires/rods, and quantum 

well/disc [171].  

Because of their tunability over a wide range QDs have been considered particularly 

useful in bio labeling, whereas elongated nanostructures have been found emitting linearly 

polarized light with a wide energy separation between the absorption and emission maxima, 

which can reduce light reabsorption for light emission applications [172]. Similarly, very 

familiar quantum wells used in optoelectronic devices, and their colloidal disc analogues have 

recently been found possessing novel piezoelectric properties once confined in a polar lattice 

[173], 

Most of the atoms in smaller size QDs residing onto the surface with partial bindings 

with the atoms inside the core, possess one/two dangling orbitals directed towards outside the 

facet involved. These atoms that are residing on each facet may form a periodic array of un-

passivated orbitals with two-dimensional translational symmetry, which may give rise to 

energy band structure similar to that of the three-dimensional crystal [174,175]. Since these 

surface energy states generally fall within the semiconductor band gap, they act as charge 

carrier traps at the surface, and thereby reduce the overlap between the electron and hole, 

increasing the probability of nonradiative decay events. However, these QDs are either 

embedded in a solid matrix or suspended in a colloidal solution coated with some surface 

passivating organic ligands. Under these circumstances, bonds with atoms/molecules present 

in the immediate neighborhood minimize the intra-band gap surface states and reduce the 

surface reconstruction during dangling bond passivation. For example, in colloidal 

suspensions, molecules like TOPO and HDA adsorb onto the QD surface by forming ligand-

metal bonds, which make them soluble in nonpolar solvents. Similarly, polar end groups and 

hydrophilic polymers could also be conjugated to the QDs for solubilizing them in polar 

solvents [176].  
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Because of the strong influence of the prevailing conditions on the nanocrystal facets, 

the phenomenon of fluorescence has been found sensitive to the nature of the structural defects 

present there at the facet. For example, very small colloidal CdSe QDs often show two 

distinctly different fluorescence emission bands, one corresponding to the band edge and the 

other resulting from recombination at intra-band gap defect sites on the surface [175]. Indeed, 

nano crystals with surfaces terminated by anions typically have very little or no fluorescence 

emission due to the overwhelming number of surface trap states leading to nonradiative 

recombination [81].  

Spherical QDs having the smallest number of surface atoms are not only the most stable 

structures, but are also very useful for those applications, where fluorescence modulation from 

external stimuli is required to be minimum. On the other hand, elongated structures like nano 

rods and nano wires, with a large fraction of their constituent atoms on their surfaces, are useful 

for those applications where the charge carriers interact with the surrounding environment, 

such as for redox chemistry, energy transfer, photo-catalysis, and sensing applications [81]. 

QDs have been found generating polarization-entangled photons efficiently involving 

bi-exciton-exciton cascaded emissions. Employing an electric field has been found useful 

facilitating the integration of these QDs into optoelectronic devices. In this context, generation 

of polarization-entangled photons from a single biased QD was demonstrated confirming the 

concept involved [177]. In this context, the exciton binding energy in an asymmetrical 

cylindrical QD was studied as a function of electric field using EMA and a variational 

calculation procedure, in which, it was concluded that in absence of the electric field the 

binding energy was a decreasing function of the QD radius and height and for a fixed geometry, 

it became a decreasing function of the electric field strength [178].  

The melting point of the nano crystals has been found decreasing with size reduction, 

as a larger fraction of atoms resides onto disordered, and partly passivated surfaces [179]. The 

surface energy differences between different crystal phases have also been used to explain 

pressure-induced phase transitions in high surface-area semiconductor QDs relative to their 

bulk counterparts [180]. 

 QD surface passivation using an insulating inorganic shell has been found to stabilize 

as well as maximize the fluorescence efficiency by minimizing the influence of surface defect 

states and trap sites besides another environmental parameter [73,181, 182].  

 The energy band gaps of QDs have been modified by changing their sizes, shapes, and 

compositions, in which, the quantum confinement could easily change the associated band gap 

by over 1 eV, giving an enormous range of continuous tunability. Besides, independent tuning 

of band gap has also been realized well by using alloyed materials such as CdSeyTe1-y and 

CdxZn1-xS [183,184]. More recently, the manipulation of nanocrystal hetero-structures has also 

been employed enabling flexible control over charge carrier wave functions resulting in newer 

types of optical properties. For example, using the concept of band offsets in different types of 

core-shell QDs, it has been possible to segregate the electrons and the holes in the core and 

shell regions [185]. In a specific case of core-shell QDs of CdTe-CdSe, the conduction band 

minimum has been found in the CdSe shell, whereas the valence band maximum lying in the 

CdTe core could help in segregating the electrons to the shell and the holes to the core, and 

carrier recombination could occur across the interface at a lower energy than the band gaps of 

either of the constituent semiconductor materials. This type band alignment known as type-II 

has been found useful in photovoltaic devices [186]. These type-II nano crystals have been 

found useful in independently controlling charge carriers that are accessible to the surface for 

charge transfer applications.  
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A. Silicon NCs 

 

The discovery of photoluminescence in porous silicon as well as in silicon clusters 

triggered interest in exploring further by looking into the possibilities of size specific band gaps 

responsible for the inter-band transition-based luminescence in the visible range, and the 

observed high transition probability [187-195]. A number of methods to prepare Si clusters 

have subsequently been evolved using techniques like liquid-solution-phase growth, silane 

slow combustion, microwave plasma discharge, chemical vapor deposition, gas evaporation, 

sputtering or ablation, ultrasonication of porous silicon and various other techniques [196-204]. 

It was, however, noted that photo luminescent Si clusters were invariably surface passivated, 

whereas non-passivated clusters did not emit any light after UV excitation. This led the 

researchers to particularly investigate hydrogen passivated and oxidized Si clusters in more 

detail [205-217]. Size-specific energy gaps of Si cluster have been examined in more detail 

due to particular observations made in porous and nanocrystalline silicon samples 

[187,188,208,209, 218,219]. For example, the associated energy gaps were found increasing 

significantly with reducing diameters as observed in case of 1-5 nm diameter clusters between 

1.3 and 2.5 eV [217]. 

The energy band gaps of QDs have been estimated under effective mass approximation 

(EMA) using the variational calculation of the Schrodinger wave equation of electron and hole 

in an exciton having Coulomb interactions in terms of the band gap of the core 

material EBulk, Planck's constant ℏ, quantum dot diameter d, as well as the effective mass of 

the excited electron and hole as me and mh  [220,221]. The simplified form of equation based 

on asymptotic variations is expressed as given below. 

𝐸𝑄𝐷 = 𝐸𝐵𝑢𝑙𝑘 + (2ℏ2/𝜇𝑑2) − 3.572(𝑒2 𝜖𝑑⁄ ) − 0.248𝐸𝑅𝑌𝐷, 

Where,1 𝜇⁄ = (1 𝑚𝑒 + 1 𝑚ℎ);⁄⁄  d = diameter; e = electron charge; 𝜖 = dielectric constant; 

ERYD = Rydberg energy. 

The third term in the above equation represents the columbic interaction of exciton having 𝑑−1 

dependence; often neglected due to high dielectric constant of the material. The multiplying 

factor of 3.572 has come from the above-referred variational solution of the Coulomb 

interactions involving only the nearest neighbors [221]. 

Although, EMA based predictions described above, could be used for Si clusters, but 

its applicability has been questioned particularly due to not considering the influence of atomic 

structure, unsaturated surface dangling orbitals, and the significant changes in MO-

hybridization occurring during size reductions [222]. 

  Theoretically, smaller Si clusters with N<10 have been found possessing compact 

cubooctahedral or icosahedral structures with average coordination number above 4 of the bulk 

Si in clusters with N =12-24 as confirmed by Raman and anion photoelectron spectroscopic 

measurements [223-232]. Observed changes in electronic properties of Si clusters from 

crystalline semiconducting to closed packed metallic entities must arise from some sudden 

transformation. Because of numerous factors influencing the structure as well as physico-

chemical properties of these smaller clusters, HOMO-LUMO gaps of these particularly non-

passivated ones have not yet been properly understood well despite having good experience in 

handling electronic structure and band gap of porous silicon and large passivated Si nano 

crystals [209, 213, 233-237]. Band gaps ranging between zero and several electron volts have 

been predicted for small un-passivated silicon clusters as estimated in several cases such as: 

near zero gap for Si28 to Si45; 1.2 for Si20 and Si46; and 0.3–3 eV for Si3-Si11 [223,230, 238-

240]. 

 The proposed prolate shapes of the clusters with N~27 could be one of the reasons for 

observing this difference as compared to more spherical larger clusters [241]. Abrupt changes 
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in the properties of medium-sized Si clusters have already been clearly reflected in 

photoionization measurements on clusters with N=20-30 indicating about the sudden change 

in the electric polarizability of the clusters due to the associated structural changes at N>20 

[242,243]. Disordered Si clusters have also been, in general, formed during fast cooling of Si 

molecular beam or vapor, where the participating atoms do not find time to adjust to the low-

energy positions and thus result into significantly different structures from both the bulk and 

the nanocrystal structures [244,245].  

 Scanning tunneling spectroscopic (STS) measurement has been found useful for 

determining the band gaps of Si clusters by identifying the zero tunnel current regions situated 

symmetrically around zero bias. In case, no states are there inside the band gap of the cluster, 

the tunneling electrons would pass through the cluster without interaction making the substrate 

visible in the STM image. At relatively higher bias voltages of either polarity, electrons tunnel 

from the tip to the sample and vice versa resulting in relatively larger current in the positive 

bias ranges than those in the negative bias regions, showing that the cluster has a higher state 

density at the conduction band edge compared to the valence band edge. In one of the 

measurements, carried out on clusters ranging between 1.5 and 4.0 nm, zero gaps were 

observed. For smaller clusters, non-zero gaps became more predominant along with zero gaps. 

Below 1.5 nm, the band gaps started showing an increase with decreasing cluster size with the 

largest gap of 450 meV, for clusters with 0.5 and 0.85 nm with not only a large scatter in data 

but also showing different band gaps for clusters of similar size [246].  

 Considering the bulk Si with a band gap of 1.1 eV, the expected increase in case of 

smaller size NPs due to the quantum-size effect could increase the band gaps up to 4eV, as 

confirmed by experiments and theory in surface passivated Si clusters [190,193,194, 205-209, 

211-215, 217,219, 222, 247- 250]. Theoretically calculated HOMO-LUMO gaps of Si2 to Si61 

clusters showed large variations subject to the calculation methods, assumptions, and types of 

approaches used including DFT, tight-binding, and self-consistent-field algorithms. These 

clusters were found to possess zero as well as non-zero band gaps extending up to 3.5 eV [223, 

230,231, 251-253].  In a more recent study, a general method of reconstructing the electronic 

band structure of Si NCs from ordinary real-space electronic structure was also introduced, 

which could include full geometric and electronic relaxations with different types of non-

polarizing and polarizing surface passivating groups [254]. By combining with large-scale DFT 

calculations, it became possible to have insight into the luminescence properties of silicon nano 

crystals of up to 3 nm in size depending on the surface passivation and geometric distortion. It 

was further proved that the band structure concept was still applicable to Si NCs with diameter 

> 2 nm with certain limitations [254].  

The presence of high density dangling bonds creating partially filled surface states in 

the energy band gap around the Fermi level due to directional properties of the sp3-hybrids and 

the missing neighbors at the extended surface of bulk Si, as demonstrated by tunneling 

spectroscopy as well, have been expected to give rise to similar conditions in un-passivated Si 

clusters surfaces [246]. For example, theoretical calculations of Si29, Si87, and Si357 cluster 

showed zero HOMO-LUMO gaps, while the passivated clusters like Si29H36, Si87H76, and 

Si357H204, showed the band gaps of the order of 3.44, 2.77, and 1.99 eV, respectively, just as 

expected for the particles in this size range [246]. These observations clearly showed that the 

zero band gaps of the pristine clusters indeed originated from the surface states due to excessive 

dangling bonds.  

The role of surface reconstruction in reducing the density of dangling bonds was 

estimated in earlier studies but was found inadequate in removing the band gap states, as 

confirmed by tunneling spectroscopy measurements at very low bias confirming the presence 

of a high density of states near Fermi level [255,256]. However, in subsequent investigations 
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of photoelectron spectroscopy for electronic structures and band gaps of Si3-Si45 clusters it has 

been observed that almost all clusters possessed either zero or a band gaps that were much 

smaller than that of bulk Si, which was attributed to covalent bond formation and surface 

reconstructions on single-crystal surfaces [257]. Besides, band gaps of 0.6 and 0.4 eV observed 

in case of Si30 and Si33 were supported by spherically stable structures. Out of these, only two 

clusters, S7 and Si10, had a band gap larger than that of bulk Si, in contrast to quantum 

confinement considerations. The phenomenon like surface reconstruction and covalent bond 

formation reducing the number of dangling bonds were found to dominate and most of the 

medium-size clusters (N = 20 − 45) were found to be like open-shell metallic clusters, which 

could be possible due to reconstruction of Si (111) surface. The clusters including Si11, Si14, 

Si17, Si18, Si30, and Si33, only a few had closed-shell electronic configureurations in the neutral 

state with a band gap of 0.4-0.6 eV [257].  

 Zero band gaps arising due to the metallic surface state density, observed in combined 

photoemission and inverse photoemission studies could be explained by either of the two 

transport mechanisms involving either high density surface states overlaps forming a 

conduction band or lower surface states density resulting in thermally activated hopping 

between the localized surface states. In case of ~1.5 nm diameter cluster with N∼90, a major 

change in the cluster properties occurred in form of a sudden opening up of the band gap which 

went wider for still smaller clusters [246].  

This kind of change over from zero to non-zero band gap indicated a substantial change 

in the electronic structure of the clusters, as mentioned earlier, which was explained in case of 

large silicon clusters using sp3-hybridized strong covalent bonds and rigid bond angles 

resulting in high surface state density. Around a critical size of N*, the sp3-nature of the bonds 

gradually changed to some other form of MO-hybridization as highlighted in ab-initio 

calculations that sp3 was not the favored hybridization for small silicon clusters. The change of 

the electronic structure around N* also amounted to a definite change in the atomic structure 

of the clusters, and below this critical size, the clusters could no more be treated as fragments 

of the bulk crystal but rather had their own cluster-specific close packed structures similar to 

those of metal clusters confirming a covalent to metallic transitions. It has also been noted that 

some of the Si clusters examined showed zero band gaps even below N* because of having 

surface states similar to those above N*. It also showed that the transition around N* = 90 did 

not occur for all Si clusters as some clusters did have sp3-coordinated bonds even at very small 

size coexisting with the compact clusters as structural isomers [246]. 

Single photon vacuum ultraviolet photoionization conducted on small Si1-Si7 clusters 

using laser ablation of Si helped in resolving various conflicting experimental observations 

[258]. The adiabatic ionization energies (AIE) estimated in eV from such a set of experiments 

gave the following values as: Si1 (8.13), Si2 (7.92), Si3 (8.12), Si4 (8.2), Si5 (7.96), Si6 (7.8), 

and Si7 (7.8) for different clusters. Most of the experimental AIE values were in agreement 

with density functional electronic structure calculations. In order to explain the observed 

difference between the experimental and theoretical AIEs for Si4 and Si6, a theoretical search 

of other possible isomers was also performed [258].  

There were further indications of such transitions as observed in chemical reactions 

showing significant changes in the chemisorption probabilities at N = 29−36 and dissociation 

energy of ionized Si cluster started deviating from the smooth size behavior below about N=40 

and photoionization threshold suddenly dropping at N ∼ 20−30 [246].  

 Using tight binding approximation and DFT combined, the HOMO–LUMO gaps of 

hydrogen-terminated silicon NPs has been studied as function of shape and size. It has been 

shown that optical properties of these NPs were strongly dependent upon nanoparticle shape, 

and in particular that octahedral NPs had band gap in excess of up to 0.2 eV than cubic or 
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pseudo-spherical NPs of equal volume. In this study, it was found feasible to have silicon NPs 

with emission wavelengths covering the full visible range [259]. 

 

5.3.5 Engineered Materials – Some Results 

 

After studying the electronic states in metallic and semiconducting NCs, using quantum 

mechanical formulations, attempts were made in parallel to explore their band-structure-

engineering aspects for their uses in numerous applications. Some of the theoretical and 

experimental results reported in published literature are included in the followings to highlight 

the degree of success achieved while trying to explore future applications.   

 For instance, the energy band structure adjustment of a NC is not only tunable by 

adjusting the morphology that changes the confinement of the electrons and holes causing 

shifts in the range of ~1 eV but also by adjusting the energy band gap of the parent material 

employing alloy compositions with more flexibilities such as CdSeyTe1-y, and CdxZn1-xS 

[183,184]. In addition, employing a core-shell type of configureuration of NCs provides added 

flexibility; where extensive control over electron and hole wave functions exhibits newer 

optical properties. These core-shell type NCs, in general, involve a hetero structure with 

staggered conduction and valence band edges in the core and shell regions accordingly [185]. 

For example, the CdTe core with CdSe shell has a lower conduction band edge in the CdSe 

shell, and a higher valence band edge in the CdTe core, due to which electrons and holes are 

segregated in the shell and the core regions, respectively, forcing the charge carrier 

recombination to occur primarily across the interface. The reduced spatial overlap between the 

electron and hole wave functions also results in reduction in band edge oscillator strength 

causing significant increase in excited state lifetimes. This kind of band alignment is, thus, 

found useful in photovoltaic devices by radially enhancing the directional charge transport 

[186]. These NCs also enable independent control of the charge carrier accessible to the surface 

for charge transfer applications.  

 Besides, in colloidal (CdSe)ZnS NCs, it is also possible to support significant strain 

due to large difference in their lattice constants (e.g. ~12%) in the core and shell materials 

without causing any structural disruptions. It is important to note that during the overgrowth 

of a shell layer in an isolated NC, it is possible to adjust relatively larger magnitude of such a 

strain during the overgrowth by forcing the material to adopt to an unnatural lattice constant, 

which ultimately alters the electronic band gap substantially without causing strain induced 

lattice defects. In a recent study, however, the influence of the core lattice in causing strain 

generation in the shell layer was reduced to zero by choosing the core diameter less than a 

certain critical value in a colloidal heterostructures [260]. For example, even with a 11.4 % 

difference in the lattice constants of CdTe and CdS, CdTe cores; it was practically seen that < 

4 nm diameter cores were over-coated with almost any thickness of CdS shell through coherent 

growth. Knowing that the compressive strain shifts both the conduction and valence bands to 

higher energies, and tensile strain shifts the bands to lower energy; the coherent growth of 

compressive shells like ZnSe or CdS on CdTe core is expected to cause significant changes in 

the relative energy bands with widely tunable band gaps. For this type of band-gap-

engineering, CdTe NCs being much softer compared CdSe, ZnS and CdS; are very useful for 

this purpose. Furthermore, the strain produced during formation of (core) shell NCs has also 

been employed in realizing different fluorescence behaviors of (CdSe) CdTe and (CdSe) ZnTe 

NCs, where CdTe shell exhibits quantum yields of 20-40% compared to <1% in ZnTe shells. 

 In an alternate scheme of controlling the band gap of CdTe NCs, alkanethiol capping 

was employed as reported recently, where, precursor concentration and reaction time 
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adjustments during capping were found to influence the size and hence energy band gap due 

to the formation of CdTe1-x (SC10)x shell [261]. 

 It has been possible to fabricate nanowires, nanocables, and coaxial shells structures 

employing directed assembly of NCs as discussed earlier. Since, it involves NCs in various 

arrangements, it becomes easy to vary the electronic structure by varying the parameters 

involved there. Some of the attempts made in this context are summarized below. 

 For instance, attempts were made to explore better light harvesting, improved charge 

carrier separation and faster charge carrier transport properties of the core/shell type nano 

cables, in which the staggered type heterojunctions present there could extend their absorption 

bands extensively [262]. These nano cables not only offered larger interfaces, better charge 

separation, improved collection efficiency, straight 1-d path for efficient collection of photo 

generated carriers, but also provided effective passivation reducing nonradiative recombination 

of percolated electrons in 1-d oxide with electrolyte and corrosion protection to the oxide cores. 

Arrays of type-II ZnO/ZnxCd1-xSe core/shell nano cables with tunable shell composition (0 < 

x < 1) and band gaps from 1.62 to 2.33 eV were prepared, which gave PCE of 4.74% in PVSC 

devices [262]. 

  The possibility of varying composition and structure along and across a NW and coaxial 

shell opens up numerous possibilities of employing band-structure-engineering in realizing 

novel device structures. Introducing variations in composition and structure to change its 

energy band structure is possible to confine carriers within the nanowire resulting in the 

formation of local 2, 1 and 0-dimensional structures within the NW.  Various aspects of this 

development were reviewed in detail in a recent paper [263]. 

 A number of ZnxCd1−xSe nano-multipods were synthesized by changing the ratio of 

Zn/(Zn+Cd) from 0.08 to 0.86 by varying the ratio of precursors, which resulted in band gap 

energy varying linearly from 1.88 to 2.48 eV [264]. The presence of oleylamine resulted in the 

predominant formation of nano-multipods. Theoretical calculations indicated that 

dissimilarities of electronic band structures and orbitals determined the tunable band gap of the 

as-synthesized nano-multipods. 

 Three-dimensional hierarchical NW-networks possessing longer optical path for 

efficient light absorption, high-quality one-dimensional conducting channels for rapid 

electron-hole separation and charge carrier transport, and high surface areas for fast interfacial 

charge transfer and electrochemical reactions, have been considered for preparing high quality 

electrodes in PVSCs. By growing TiO2-NRs onto dense Si-NWs array backbones, it was 

successfully shown that 3-d architecture of 20 μm long wet-etched Si-NWs and dense TiO2-

NRs exhibited a photo-electrochemical efficiency of 2.1%, which was almost three times that 

of TiO2 film-Si-NWs having a core-shell structure [265]. The efficiency, however, could 

further be improved by optimizing the number of over-coating cycles and the length/density of 

NW backbones.  

 With special reference to explore band-structure-engineering in a number of new nano 

crystalline materials with a diverse range of chemical, elastic, and optical properties, ZnO is 

an excellent shell material for NC capping due to its wide band gap and resistance to oxidative 

degradation. Additionally, it is also possible to tune the energy band gaps of IV-VI and II-VI 

semiconductors by exploring their positive deformation potentials and spontaneous cation 

exchange reactions, respectively. It is further anticipated to engineer NCs for multi-exciton 

generation and efficient charge carrier separation in PV applications of future generations. It is 

possible to minimize the overall size of bio-conjugated NCs for reducing the steric hindrance 

and nonspecific protein adsorption, while developing NCs for multicolor super-resolution 

optical microscopy, and to understand the potential toxic effects of semiconductor materials 

[266]. 
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 In one of the novel studies, it was reported how to divide a semiconducting nanotube 

into multiple quantum dots with lengths of about 10 nm by inserting Gd@C82 endohedral 

fullerenes [267]. The spatial modulation of the nanotube electronic band gap resulting from 

such a modification was measured with a low-temperature STM, where it was found reducing 

from ~0.5 eV to ~0.1 eV at the locations of endohedral metallo-fullerenes. This kind of energy 

band gap modification was ascribed to the local elastic strain and charge transfer at metallo-

fullerene sites. 

 The influence of water on the electronic properties of fullerenes was also studied using 

Monte Carlo and DFT, in which, a red shift of 0.8 eV was observed in the energy band gap of 

hydrated system [268].   

 In another case, the energy band gap of photo luminescent nano-peapods was examined 

over a wide range of diameters from 1.25 to 1.55 nm, and the observed behavior was possible 

to explain by the strain-induced band gap shifts due to the C60 insertion and the hybridization 

between the electronic states of SWCNTs and C60 [269]. These results provide significant 

insights into band gap engineering of SWCNTs in future nano devices. 

 A number of donor-acceptor copolymers were synthesized possessing low and high-

energy optical transitions by changing one atom strategically situated in 

benzochalcogenodiazole from S to Se to Te [270]. It was noted that heavy atom substitution 

resulted in low energy transitions band gaps of 1,59, 1,46, and 1.06 eV for sulfur, selenium and 

tellurium containing polymers, respectively. This kind of study established that in D-A type 

copolymers, it is possible to adjust the energy band gap by changing the heavy atom. 

 To clarify the conceptual issues related to the energy band gap tuning in low band gap 

copolymers, efforts were made to find out the minimum requirements for accurate prediction 

of polymer band gaps from those of finite length oligomers [271]. Comparison with 

experimental results helped in identifying the suitability of the functionals available for this 

purpose. 

 Semiconducting polymers having energy band gaps higher than 2 eV are able to harvest 

about 30% of the solar photons. In this attempt of better harvesting of the solar spectrum, 

conjugated polyaromatic polymers with thiophene moieties were developed with tunable band 

gaps, from 1.0 to 2.0 eV [272]. For adjusting solubility and energy levels, a variety of radicals 

were attached to the polymer backbones so that morphology and performance of the electro 

active layer were optimized.  

 The electronic structure of CdTe nanotube-fullerene nanocomposite was studied using 

the self-consistent-charge density-functional tight-binding (SCC-DFTB) method [273], in 

which the modifications occurred into the NT band gap by introducing the molecular states of 

fullerene into the band gap region. The effect of the band alignment modulation through the 

wall thickness of the CdTe NTs on the electron injection rate from the NT to C60 in hybrid 

systems was explored [273]. Increasing the concentration of the C60-thiol moieties, it was 

possible to maximize the light harvesting efficiency of these nano hybrids by changing the 

composition of the CdTe–fullerene hybrid nano composite.  

 The study of post deposition thermal annealing in a particular solvent was carried out 

on low band gap polymer (LBG): fullerene mixtures that are found useful in OPVSCs [274]. 

While examining the morphological evolution of PCPDTBT: PCBM mixtures in terms of the 

final device performance, it was noted that the solvent vapor not only controlled the ordering 

of PCPDTBT and PCBM phase separation but also inverted the morphology - from a polymer 

aggregate dispersed in a polymer: fullerene matrix to fullerene aggregates dispersed in a 

polymer: fullerene matrix [274]. 
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5.3.6 Graphene   

  

Out of several types of configureurations of nanostructured species, already mentioned 

earlier, the case of graphene is unique, as it possesses altogether different type of electronic 

band structure and charge carrier properties. For instance, graphene, although found promising 

for replacing silicon in coming generations of electronics and optoelectronics, but, due to its 

zero-energy band gap and massless Dirac fermions, it has not yet been possible to harness their 

superior features in device fabrications. Numerous attempts, made in recent past to create 

semiconducting graphene by resorting to periodic patterning; passivation, doping, and 

nanoscale perforations, although, appear promising but it still needs more development before 

it is put to use. For instance, despite extensive theoretical studies made so far, the role of 

periodic modulations on electronic structures of graphene is still not a reality. Employing tight 

binding and first-principles based electronic structure calculations, it was concluded recently 

that the band gap in a patterned graphene has an origin in its geometric symmetry [275]. 

Referring to the schematics of energy band diagrams of single/double layer graphene 

compared to that of graphite as shown in Figure. 5, using graphene material in semiconductor 

device applications, a ‘wide energy gap' of at least 0.5 eV must be opened without the 

introduction of associated atomic defects. However, such a wide energy gap has not been 

realized in graphene, except in the cases of narrow, chemically terminated graphene 

nanostructures with inevitable edge defects. Despite having massless charge carrier based 

ballistic transport in graphene, it is not possible to control its conductivity electronically as it 

lacks a band gap around the Fermi level. Though, periodic modulation of graphene lattice was 

predicted to result in a tunable band gap but still it is not a reality. In a recent study, patterned 

absorption of hydrogen demonstrated the existence of a band gap opening in graphene grown 

on Ir substrate [276]. 

In some experiments, conducted sometime back, the lateral charge carrier confinement 

in a patterned graphene ribbon was found exhibiting an energy gap near the charge neutrality 

point as confirmed during a measurement carried out on ribbons of varying widths and different 

crystallographic orientations [277]. The temperature dependent conductance measurements 

carried out at low temperature showed that the energy gap varied inversely with the ribbon 

width [277].  

 

 

                    
 

 

 

Figure. 5. The schematic energy band structure of mono and bilayer of graphene lattice (A) as 

compared to the band structure of bulk graphite (semi metal) (B) shown having overlapping 

valence and conduction bands with respect to the position of Fermi level (EF).  
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In another alternate experiment, a wide energy gap of 0.74 eV was created reversibly in a 

graphene monolayer without introducing atomic defects through the alternate adsorption of 

self-assembled twisted sodium nano strips and oxygen [278]. The success of experimentally 

observing this kind of behavior is expected to improve the utility of graphene in semiconductor 

devices resulting in a major advancement in graphene technology. 

 For using graphene in device applications, besides proper band gap, it also needs a 

suitable substrate material. In this context, graphene on hexagonal boron nitride (hBN) 

substrate appears a reasonable choice. In order to resolve the conflict between theory and 

experiment, density functional and many-body perturbation theories were employed in finding 

out the electronic states in graphene on hBN substrate, in which it was observed that stacked 

graphene on hBN did possess a band gap of about 0.1 eV, which disappeared with 

misalignment [279]. In contrast, the hydrogenated graphene supported on hBN (graphone) 

exhibited > 2.5 eV band gap, which was reduced by ~ 1 eV when supported on hBN due to the 

polarization effects at the graphone/hBN interface. The realized band offsets at the interface 

indicated that hBN couldn’t be used as a substrate alone but also as a dielectric for FET devices 

with graphone channel [279].  

 With better understanding of the band-structure of graphenes, a number of 

extraordinary improvements are expected in their product features affecting their market values 

and field applications. For example, in medicine, their applications in realizing biosensors, bio-

imaging devices, drug and gene deliveries, disinfectants, and DNA sequencing, are some of 

the representative areas that are getting benefitted significantly [280-284]. The possibility of 

having direct access to the neural systems using highly conducting graphene are currently being 

explored for diagnostic purposes besides their use in surgery related to spinal injuries  

[285,286].  

 Use of graphene in fabricating computer chips has shown considerable promise in 

improving their processing speeds resulting in CPUs having several orders of magnitude better 

performance than those of the existing ones of today [287]. Researchers have also been toying 

with the idea of replacing silicon with graphene for not only to remove the restriction arising 

due to the finite band gap of silicon but also to avail the additional advantages associated with 

its transparency and flexibility. In addition, novel applications in diverse fields including fast 

charging batteries, quality headphones, flexible electronics, photo-sensors, and unbreakable 

touch screens, are also emerging fast in this context [288-292]. The integration of graphene 

and optoelectronic devices is expected to make the development of e-papers a reality in near 

future [293].   

 Though, graphene water filters developed by Lockheed Martin claimed to reduce the 

costs of desalination plants by 99% but it is yet to come in the market due to non-availability 

of a large-scale production of graphene as yet [294].  

 Graphene applied to other materials may render them either superabsorbent or super-

repellent with vast commercial potentials when used as waterproofing materials in electronics, 

and building construction [295]. Graphene is explored for its use in photovoltaic applications 

in form of wearable solar cells, which are very useful in field applications to power military 

equipment [296]. Graphene is used as an additive in a number of material preparations 

including paints, plastics, and polymers with added advantages due to their superior mechanical 

strength and very light weight [297]. 
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6. NON-COVALENT INTERACTIONS 

 

The biological macromolecules, in general, contain linear polymers having repeating 

subunits covalently bonded with bond energies in the range of 100 – 150kBT, which are not at 

all disrupted by any thermal fluctuations. Besides, there are in addition a number of other 

weaker and non-covalent types of interactions such as electrostatic attractions; hydrogen, and 

halogen bonding; 𝜋-orbital couplings; van der Waals interactions; and hydrophobic effects 

with bond energies in the range of 1-5 kcal/mol, in contrast to electrons sharing involved in 

common covalent bonding [298].  Non covalent bonds, although being relatively weaker in 

strength, ultimately decide the overall morphology of the macromolecules like 

proteins and nucleic acids. Such intermolecular interactions are responsible for many 

biological processes, in which, large molecules get attached/detached specifically but 

dynamically to one another. The nature of water molecules and protein folding are the typical 

examples to illustrate the relevance of these inter and intra-molecular interactions [298].  

Although, electrostatic attractions between oppositely charged ions or ionized 

molecules are sturdier than covalent bonds, but they are otherwise vulnerable to break after 

adding water or any other highly polar solvents. 

Hydrogen and halogen bonds involving interactions between a partially positive 

hydrogen/halogen atom and a highly electronegative and partially negative oxygen, nitrogen, 

sulfur, or fluorine atom, represent a strong dipole-dipole type of interaction compared to a 

covalent bond. The presence of hydrogen bonds in water, for instance, enables water to exist 

in form of liquid even with its lower molecular weight. The energy involved in hydrogen bonds 

is in the range of 0 - 4 kcal/mol, but sometimes it could an order of magnitude higher even.  

The van der Waal bonds form a part of electrostatic interactions involving 

permanent/induced dipoles/multi-poles causing various types of permanent dipole-dipole, 

dipole-induced diploe, and induced dipole-induced dipole interactions also named as 

‘Keesom’, ‘Debye’, and ‘London’ dispersion forces, respectively. Although, hydrogen/halogen 

bonds are also of the dipole-dipole interaction type, but are not included in van der Waals 

interactions [298]. For example, in dipole-dipole interaction, it is the electrostatic attraction 

between the dipoles of the two molecules, which try to align to reduce the potential energy in 

three different modes. Dipoles are generally but not limited to electronegative species 

like oxygen, nitrogen, sulfur, and fluorine. In case of acetone, for instance, it has a net dipole 

due to more electronegative oxygen than the carbon atom that is covalently bonded to it, and 

the electrons associated with this bond are closer to the oxygen than the carbon, creating a 

partial negative charge (δ−) on the oxygen, and a partial positive charge (δ+) on the carbon. 

They are not full charges because the electrons are still shared through a covalent bond between 

the oxygen and carbon atoms. The bond energies of C-O, C-C, C-H, C=C, and C=O are 340, 

360, 430, 600, and 690 kJ/mol, respectively.  

In a dipole-induced dipole type of interaction of Debye force, it is interaction between 

molecules approaching to nonpolar molecules with permanent dipoles. In such cases, the 

electrons of the nonpolar molecules are polarized either toward or away from the dipoles of the 

approaching molecule causing an attraction or a repulsion of the electrons from the nonpolar 

molecules, depending on the charge of the incoming dipole. Considering a dipole with a full 

or partial positive or negative charge approaching a nonpolar molecule, it will induce an 

attracting dipole with the correspondingly organized induced dipole. Atoms with larger atomic 

radii are considered more "polarizable" and therefore experience greater attraction.  

London dispersion forces arise due to induced dipole-induced dipole interactions 

involving molecules that inherently do not possess permanent dipoles. They are the results of 

temporary repulsion of electrons away from the electrons of a neighboring molecule, leading 

http://en.wikipedia.org/wiki/Electronegativity
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to a partially positive dipole on one molecule and a partially negative dipole on another 

molecule. In this context, it has been noted in hexane, with no polarity or high 

electronegativity, is yet a liquid at room temperature because of London forces. Even though, 

these interactions are very weak and short-lived but are otherwise responsible for some 

nonpolar molecules to be liquid at room temperature. 

 

6.1 Electrostatic Attraction and Repulsions 

 

Considering the presence of the most common form of Coulomb force of 

attraction/repulsion between two charges 𝑞1, 𝑎𝑛𝑑 𝑞2 separated by a distance 𝑟, where both are 

residing either on free ions or biomolecular subunits in a solution, the potential energy 𝑈 is 

found to vary as ∝ 𝑞1𝑞2 /𝑟, which is a long-range interaction. The typical 𝑈 values, in vacuum, 

are around ~ 30 𝑘𝐵𝑇 in case of two electrons separated by 2 nm distance, which reduces to 

0.4 𝑘𝐵𝑇 in an aqueous medium. In addition, the presence of mobile ions in a solution causes 

screening of the charge surfaces mainly because of clustering of the free ions, also known as 

counter-ions, where the strength and range of the Coulomb interactions is further reduced. 

These counter-ions are in close proximity with the charged objects with energies in excess of 

~5 𝑘𝐵𝑇 and are not easily disrupted by thermal energy. 

 

6.2 Dipolar Interactions 

A number of molecules possess permanent dipoles because of their asymmetric 

distributions of the electron cloud around the positively charged nuclei while maintaining 

overall charge neutrality individually. For example, water molecule has a permanent dipole 

because the electron density is greater near the more electronegative O atom. 

It is possible to estimate the potential energy of a dipole 𝑝 interacting with an electric 

field, free charges, permanent, and induced dipoles in the environment for assessing the relative 

importance of various noncovalent interactions.  

For example, the potential energy of a dipole in presence of an electric field 𝐸⃑⃑  is 

−𝑝𝐸. 𝑐𝑜𝑠𝜃, where, 𝜃 is the angle between the vectors 𝑝 and 𝐸⃑⃑.  

Similarly, in case of interaction between a charge and a dipole, it is necessary to replace 

the electric field 𝐸⃑⃑ in earlier case of dipole-field interaction by the field produced by the point 

charge at a distance r from the charge i.e. 𝐸 = 𝑘𝑞/𝑟2. In this way, the potential energy of a 

charge-dipole system is 𝑈 = −𝑘|𝑞|𝑐𝑜𝑠𝜃/𝑟2 falling off as 1/r2, more rapidly than the charge-

charge system. For taking care of the angular dependence of the potential energy on 𝜃 it is 

necessary to apply averaging due to Brownian motion by taking into account the Boltzmann 

probability that the dipole makes an angle 𝜃 with the 𝐸⃑⃑ field as ∝ 𝑒𝑥𝑝(− 𝑈 𝑘𝐵𝑇⁄ ); the average 

value of the potential energy is given below: 
〈𝑈〉 = −𝑝𝐸[𝑐𝑜𝑡ℎ{𝑝𝐸 𝑘𝐵⁄ 𝑇} − 𝑘𝐵𝑇/𝑝𝐸]                                       (24) 

Which, in the limiting case of pU << 𝑘𝐵𝑇, simplifies to the following: 

 〈𝑈〉 = −(𝑘𝑞𝑝)2/3𝑘𝐵𝑇𝑟4                            (25) 

This clearly shows that the charge-dipole types of interaction fall off as ∝ 1/r4. 

Following a similar approach for describing the interaction between two 

dipoles 𝑝1 and 𝑝2; the expression for potential energy reduces to the following form. 

𝑈 =  𝑘.(𝑝1. 𝑝2/𝑟3). 𝐹(𝜃1, 𝜙1, 𝜃2, 𝜙2)                  (26) 

Where, 𝐹(𝜃1, 𝜙1, 𝜃2, 𝜙2) is an angular function dependent upon the positions of 𝑝1  and 𝑝2 . 

Carrying out the thermal averaging, as mentioned earlier and applying the condition 

of U << 𝑘𝐵𝑇, it reduces to the following form: 
〈𝑈〉 = −2 [𝑘2. 𝑝1

2. 𝑝2
2]/3𝑘𝐵𝑇𝑟6;                   (27) 
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In this case, the potential energy between two dipoles falls off as ∝1/r6 power. 

In case of a permanent dipole interacting with an induced dipole in another polarizable 

molecule involved in interaction, it is necessary to consider the potential energy involved in 

interaction of 𝑝1 𝑤𝑖𝑡ℎ 𝑝2
∗; where 𝑝2

∗ is the induced dipole directed along the electric field 𝐸⃑⃑1 

and the associated potential energy of interaction takes the form as:  

𝑈 = −𝑘𝑝1𝑝2
∗ 𝑓(𝜃)/𝑟3;                           (28) 

Where, 𝜃 defines the angular position of 𝑝2
∗ relative to 𝑝1 .The magnitude of 𝑝2

∗ depends upon 

the strength of the electric field at position (𝑟, 𝜃) , so that 𝑝2
∗ = 𝜖0𝛼2. 𝐸1(𝑟, 𝜃), 𝑎𝑛𝑑  𝛼2 = 

polarizability of the second molecule. The following relation gives the interaction potential:  

𝑈 = −𝛼2. 𝜖0. (𝑘𝑝1)2𝑓2(𝜃)/𝑟6,                             (29) 

Where, it shows a 1/r6 type dependence on distance in absence of thermal averaging. Since 𝑝2
∗ 

always follows the instantaneous direction of the electric field 𝐸⃑⃑1 , the process of thermal 

averaging adds a constant factor giving 〈𝑈〉~ 1/r6 as in case of dipole-dipole interactions. 

In presence of a fluctuating electric field around each atom, a fluctuating dipole moment 

is natural to induce proportional to the polarizability of the atom. These instantaneously 

induced dipoles would result into an attractive potential having ~ 1/r6 dependence. 

In case, the atoms get too close, at some point there is a strong repulsion arising due to 

overlapping electron clouds and Pauli’s exclusion principle, whereby filled electron shells of 

an atom cannot accommodate any more electrons. A general analytical form that lumps 

together all dipole-dipole interactions and includes both the attractive and the repulsive terms 

is described as the Lennard-Jones potential, where the repulsive term is approximated as having 

a 1/r12 dependence: 

𝑈(𝑟) = 𝑈0{𝑟0/𝑟}12 − 2𝑈0{𝑟0/𝑟}6                  (30) 

This form of the potential energy function has a minimum at 𝑟 =  𝑟0 with 𝑈(𝑟0) = −𝑈0. 

Treating atoms as spheres, the van der Waals radius is a measure of how close another 

atoms can come before a strong, very short range, repulsive force sets in. Some typical values 

of 𝑟0 in case of different types of atoms are as ~ 0.12, 0.14, 016, and 0.2 nm, for hydrogen, 

oxygen, nitrogen, and carbon, respectively.  

The most important interaction responsible for the structure and properties of water, as 

well as the biomolecules, is the hydrogen bond representing an interaction between a proton 

donor group D-H and a proton acceptor atom A. A 𝐷 − 𝐻 − 𝑡𝑦𝑝𝑒 𝑏𝑜𝑛𝑑 is strongly polar in 

which the electron density is primarily around the electronegative atom and the acceptor atom 

𝐴 is strongly electronegative. 

In a hydrogen bond type of interaction, the distance between H and A is less than the 

sum of their respective van der Waals radii. The hydrogen bond is strongest in case of the three 

atoms 𝐷, 𝐻, 𝑎𝑛𝑑 𝐴  have a collinear geometry. The hydrogen bond-strength in biological 

macromolecules lies in the range of 2 - 5𝑘𝐵𝑇. 

 

6.3  Hydrophobic Interactions 

 

Hydrophobic interactions deciding the reorientations of water molecules in presence of 

natural clustering of hydrophobic species are necessary to understand about the changes taking 

place in enthalpy and entropy at molecular levels (Note-5). Hydrophobes, being nonpolar 

molecules with long chain of carbon atoms, do not interact with water molecules as seen in 

case of mixing of fat molecules in water. This phenomenon was discovered while examining 

the natural clumping up of the fat molecules in a water medium causing minimal contacts with 

water molecules. 



344 
 
 
Exp. Theo. NANOTECHNOLOGY 3 (2019) 295-358 

  

 Adding a hydrophobe in an aqueous medium breaks some hydrogen bonds between 

water molecules to accommodate the hydrophobe leading to an endothermic reaction, because 

bonds breaking generate heat. Water molecules that are distorted by the presence of the 

hydrophobe attempt form new hydrogen bonds resulting in a cage like structure called 

clathrate cage around the hydrophobe. This orientation makes the system (hydrophobe) more 

structured with decrease of the total entropy of the system; therefore ∆𝑆 is negative. 

 Depending upon the disruption of hydrogen bonds by the entry of the hydrphobes, the 

∆𝐻 of the system can be negative, zero, or positive according to the make up for the partial, 

complete, or over compensations. The change in enthalpy, however, is insignificant in 

determining the spontaneity of the reaction (mixing of hydrophobic molecules and water) 

because the change in entropy ∆𝑆 is large. Thus according to Gibb’s free energy formula: ∆𝐺 =
∆𝐻 − 𝑇. ∆𝑆, with smaller unknown values of ∆𝐻 and large negative values of ∆𝑆, the value of 

∆𝐺 is positive. Consequently, the mixing of hydrphobes with water is nonspontaneous. During 

inter-hydrophobe interactions, the change in total free energy ∆G is negative as the changes in 

enthalpy and entropy are positive and negative, respectively, due to breakage of the clathrate 

cage hydrogen bonds. This confirms that inter-hydrophobe interactions are instantaneous in 

nature. Hydrophobic interactions are relatively stronger than other intermolecular forces like 

van der Waals interactions or hydrogen bonds. 

 

6.4 The Phenomenon of Screening  

The interaction of mobile ions with charged surfaces immersed in an aqueous solution 

is possible to analyze in form of a many-body-problem outlined here in brief using Poisson-

Boltzmann (PB) equation [299]. While examining the interactions of the mobile ions present 

there in the solution, it is necessary to take into account the screening of the charged surfaces 

by the mobile ions present in the vicinity along with the local electric field produced by the 

charged surface expressed as: 

𝐸 (𝑥) = −𝛻 𝜑 (𝑥). 

The flow of drift and diffusion currents caused due to movement of the i-th species of 

the mobile ions with 𝑍𝑖𝑒 charge on each, is given as: 

𝐽𝑑𝑟𝑖𝑓𝑡
𝑖

 
=  −𝜇𝑍𝑖𝑒𝑐𝑖 

𝛻𝜑; 𝐽𝑑𝑖𝑓𝑓
𝑖

 
=  −𝐷𝛻𝑐𝑖                  (31) 

In which, the mobile-ion density, mobility and diffusion coefficient are represented by 

𝑐𝑖, 𝜇, 𝑎𝑛𝑑 𝐷, respectively, beside connecting mobility and diffusion coefficient by Einstein’s 

relationship given as  𝐷 =  𝑘𝐵𝑇/𝜇 . The total current due to the movement of mobile ion 

species is expressed as: 

𝐽𝑇𝑜𝑡
𝑖 = −𝑐𝑖μ∇[𝑘𝐵𝑇𝑙𝑛(𝑐𝑖 𝑐𝑖𝑜⁄ ) + 𝑍𝑖𝑒𝜑]                 (32) 

By applying the boundary condition of the total current to be zero at thermal equilibrium, the 

value of 𝑐𝑖 found to vary with distance as:  

𝑐𝑖(𝑥) =  𝑐𝑖𝑜 . exp [−
𝑍𝑖𝑒𝜑(𝑥)

𝑘𝐵𝑇
] , 𝑐𝑖𝑜  = 𝑐𝑖 (@𝜑(𝑥) = 0).                 (33) 

For finding out the potential energy in terms of the existing charge distribution, it is necessary 

to use the well-known Poisson’s equation relating the potential 𝜑 (𝑥) to the total charge density 

𝜌 (𝑥) as given below:  
∇2𝜑(𝑥) =  −[1/4𝜋𝜀]

 

𝜌(𝑥)                          (34) 
Here, the total charge density is expressed as a sum of all mobile ions species and external 

fixed charges immersed in the solution described as:  

ρ (x) =∑ 𝑍𝑖𝑒𝑐𝑖(𝑥) + 𝜌𝑒𝑥𝑡(𝑥)  
𝑖 .                 (35) 

Combining these charge distributions, the final equation reduces to the form as:   
∇2𝜑(𝑥) = − ∑ (𝑒/4𝜋𝜀)𝑍𝑖𝑐𝑖𝑜 exp{− 𝑍𝑖𝑒𝑐𝑖 (𝑥) 𝑘𝐵𝑇⁄ } − (1 4𝜋𝜀⁄ )𝜌𝑒𝑥𝑡(𝑥)𝑖 .             (36) 
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This kind of the Poisson-Boltzmann’s equation describes the electrostatic potential 

variation in terms of mobile counterion density in space, subjected to the boundary conditions 

determined by the external charges and the overall charge neutrality condition, i.e. – 

∫ 𝑑3𝒙. 𝜌(𝒙) = 0. The general nature of the above described equation is highly nonlinear, and 

the exact solutions are only sought in special cases, e.g. with planar and cylindrical symmetries.  

Before attempting to solve the above equation for specific geometries, it is convenient 

to convert the whole equation into a dimensionless form as given below. Multiplying by 𝑒/𝑘𝐵𝑇 

and rescaling the potential 𝜑 →  𝑒𝜑/𝑘𝐵𝑇, one can rewrite the above as:  

∇2𝜑(𝑥) + 𝑙𝐵[∑ 𝑍𝑖 𝑐𝑖𝑜 exp{−𝑍𝑖𝜑(𝑥)} + 𝜌𝑒𝑥𝑡(𝑥)/𝑒] = 0, 𝑎𝑛𝑑  

𝑙𝐵 = 𝑒2/4𝜋𝜀𝑘𝐵𝑇                    (37) 

Where, 𝑙𝐵 = Bjerrum’s length, at which, the electrostatic potential energy of a pair of charges 

equals their thermal energies. This is also described by two oppositely charged particles with 

magnitude e and separated by a distance 𝑟: they are “bound” if 𝑟 <  𝑙𝐵 , and ionized if 𝑟 >  𝑙𝐵 
(by thermal fluctuations). In an aqueous solution of dielectric constant ε = 80 (H

2
O) at room 

temperature, 𝑙𝐵  
≃  0.7𝑛𝑚 giving some idea of the distances involved.  

In an electrolyte medium, where, an equal number of positively and negatively charged 

particles of valence Z are there without any external fixed charges, the PB-equation reduces to:  

−∇2𝜑(𝑥)  +  8𝜋𝑙𝐵𝑍𝑐𝐵 
𝑠𝑖𝑛ℎ𝑍𝜑(𝑥)  =  0,                                        (38) 

Where, 𝑐𝐵 is the bulk ion density. The solution of this equation is trivial: i.e. 𝜑 (𝑥)  =  0, since 

the mean electric field vanishes in an overall neutral system of two uniform and independent 

charge distributions of opposite signs.  

In order to understand correlations, it is helpful to single out a positive charged particle 

fixed at 𝑥′ and consider the electrostatic potential at 𝑥 by linearizing the above equation.  

[−∇2
𝑥  

+ 𝜅𝑠
2]𝐺(𝑥, 𝑥′′) = 4𝜋𝑍2𝑙𝐵𝛿(𝑥 − 𝑥′)                            (39) 

Where, 𝜅𝑠
2 =  8𝜋𝑙𝐵𝑍2𝑐𝐵. This is the 𝐷𝑒𝑏𝑦𝑒-𝐻𝑢̈𝑐𝑘𝑒𝑙 (DH) equation, in which, the response 

function 𝐺 (𝑥, 𝑥′) should be regarded as a fluctuating potential at point 𝑥 generated by the test 

charge in the presence of fluctuating charges around it and this is also called the Green’s 

function, containing information about the correlations of the system. It can also be interpreted 

as the electrostatic interaction between two 𝑍𝑒 test charges located at 𝑥 and 𝑥′ in the presence 

of the fluctuating ions in the bulk. It is noted that in the limit 𝑐𝐵 → 0, 𝐺 (𝑥, 𝑥′) reduces to the 

usual Coulomb’s interaction. The Yukawa potential, as defined below, gives the solution to the 

above equation.  

𝐺(𝒙, 𝒙′) = [4𝜋𝑙𝐵𝑍2 |𝒙 − 𝒙′|⁄ ]exp {−𝜅𝑠|𝒙 − 𝒙′|}                    (40) 
Here, 1/𝜅𝑠 defines the decay or screening length as the test charge is screened by the induced 

charges, which surround it. The screening length 1/𝜅𝑠
 associated is given as: 

𝜅𝑠

 
=  √4𝜋𝑙𝐵  ∑ 𝑍𝑖 𝑐𝑏𝑖 

 
,                    (41) 

This classical parameter plays an important role in DH theory of electrolytes. Physically, due 

to accumulation of oppositely charged ion cloud near the test charge, the magnitude of its 

charge is screened and the potential decays exponentially with distance. For 1 mM of 

monovalent salt concentration, this screening length is 

 

∼ 10 nm.  

It will be helpful to have some idea about the values of several parameters encountered 

during discussions. For example, the distance between two electrons, having Coulomb 

interaction energy of kBT, is estimated from the relation: r = k e2 / (𝜀kBT) by substituting values 

of k = 9×109 N·m2/C2, 𝜀0 = 1.6×10-19 C, 𝜀 = 80, and kBT = 4×10-21 J, and this comes to 0.7 

nm. This distance is often called the Bjerrum’s length as defined earlier. 

For appreciating the role of screening in studying the interaction of charged particle 

with the charged surfaces immersed in an electrolyte, it is necessary to define the volume 
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considered. For example, in case of short range interactions, where there is no other ion present 

in the vicinity, the Coulomb force is defined as: kq1q2/ 𝜀𝑟,  which modifies to: 

(q1q2/4𝜋𝜀𝑟). Exp(-𝜅𝑠r) in presence of screening provided by the mobile ions in the immediate 

vicinity of the charged surface. These two forces are correspondingly defined as short and long 

range forces and it is implicit that while considering short range interactions, the volume 

considered is such that there is no other charged ion present in the vicinity, but, in case of long-

range interactions, there are sufficiently large number of mobile ions to screen the fixed surface 

charges immersed in the electrolyte. This Debye screening length is defined as: 

1 𝑙𝐷⁄ = 𝜅𝑠=[4𝜋𝑙𝐵 ∑ 𝑍𝑖𝑐𝑏𝑖]
1/2. For a monovalent electrolyte like NaCl, this screening length is 

0.3 nm for 1M solutions. The values of Debye’s screening length are 0.3, 0.18 and 0.15 nm for 

1:1, 2:1 and 2:2 electrolytes of Na+: Cl-, Mg2+: 2Cl- and Mg2+: SO4
2-, respectively. 

 The surfaces of large proteins, nucleic acids, cell membranes, and many other surfaces 

relevant to biology, are often charged. The charged surfaces of these macromolecules, when 

immersed in solution where ions are present, will attract a thin `atmosphere’ of opposite-charge 

counter ions [299]. 

 

7. FORESEEABLE PATHWAYS OF NANOMATERIALS DEVELOPMENT IN 

FUTURE 

 

Having studied the basic concepts of nano science in detail including the proof of 

concept the process of translating them into something practical has to go through two 

distinctly different stages of development termed as ‘nano bulk’ and ‘nano world’ according 

to the recommendations of the European Project of ‘GENNESYS’ (Grand European Initiative 

on Nano science and Nanotechnology using Neutron and Synchrotron Radiation Sources) after 

examining the Nanotechnology and the Future of Advanced Materials in detail [300]. 

In the ‘nano bulk’ category of nanomaterials development that has already started and 

is expected to continue for two decades, the nanomaterials would be prepared for their macro 

scale applications in which the macro scale objects are targeted instead of realizing 

nanoparticles, nanowires, DNA strand, or like that. For fabricating such components and 

devices the sizeable quantity of nanomaterials (solid, liquid or gas phase) is to be produced 

with their unique properties determined by their nanoscopic internal constituent structures. 

Some of the examples that highlight this stage of development include nano cosmetics, nano 

suspensions, nano emulsions, nano gels for drug and gene delivery applications besides nano 

composites (extraordinary mechanical properties) of automotive and infrastructure sectors to 

name only a few besides many more.  

In order to meet the basic requirement of nano bulk development the major task ahead 

is to reduce the overall costs by using more cost effective and green synthesis of large quantity 

of nanoparticulate materials besides taking care of their storage and handling without 

contamination, degradation and agglomeration. In this context, a great support is anticipated 

from microbial route of nanoparticulate synthesis in some specific areas of applications. 

While implementing the nano bulk stage of development, the most important parameter 

to consider is the process yield during cost effective mass scale production processes besides 

controlling uniformity, purity, toxicology, and stability. The current examples of 

semiconductor nano crystals production using solution based processes, and vapor-phase bulk 

production of carbon nanotubes via arc-discharge or CVD highlight the scale-up potential of 

both liquid-phase and vapor-phase techniques for mass-scale nanomaterial synthesis. 

A number of recommendations made in this useful project include the development of 

micro fluidics based continuous synthesis of nanomaterials in solution, cost effective bulk 
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nanomaterial production in vapor phase, and biochemical reaction based green synthesis of 

nanomaterials in bulk quantity in some specific areas [300].  

In this context, it is necessary to develop the characterization strategies that are 

especially based on in-situ, real-time techniques dealing with non-destructive, high-resolution 

means of characterization while following the evolution of the synthesis process. The 

techniques that are useable include Raman, optical absorption and fluorescence, x-ray 

diffraction, transmission electron microscopy besides neutron scattering, high-resolution and 

high-sensitivity EXAFS or XPS based on synchrotron radiation.  

Modeling and simulation tools for nanomaterials growths that are currently available 

include classical to density functional theory and molecular dynamics covering a large 

temporal and special scales necessary for describing the growth process.  

The nano world stage of nanomaterials development anticipated in 15 – 40 years from 

now in the future would be a long-term vision aiming to take advantage of integrating the 

natural or induced diversity among nano blocks instead of nano components. In this context, 

the proposed synthesis strategy should have a very precise and independent degree of control 

over the structure of every single nano-object and/or the location where to assemble or grow 

it. The randomness of nano bulks must be replaced with a deterministic control at the nanoscale. 

The anticipated applications of the nano world approach would be to produce small objects, 

taking the advantageous features of in terms of high-integration, low power consumption, and 

non-invasive monitoring involving novel computing resources, with complex nano machines 

possessing a sort of embedded intelligence. Applications span from neural computing, sensing 

and ambient intelligence to nano machines for self-surgery and intelligent drug delivery [300]. 

Having reached to this level of development the emphasis will shift from preparing cost 

effective bulk quantities of nanomaterials towards fabricating an ”intelligent“ nano system with 

targeted functionalities by involving high precision synthesis and characterization technologies 

where the fundamental understanding of the process becomes priority instead of relying on 

empirical methods. 

Consequent upon the basic requirement of nano world level of developments in terms 

of their highly deterministic precisions, the top-down approach would be combined with 

bottom-up strategies leading to “Hybrid Fabrication Methods“ will be essential. The simplest 

example that can be cited here is to conceive about a combined method of depositing patterned 

catalysts on a substrate using top-down approach along with the deposition of nano wires and 

nano tubes using CVD method of bottom-up approach in the same run with controlled features 

producing active components grown from point to point in an intelligent fashion [300].  

 

8. DISCUSSIONS 

 

The current status of nano material syntheses based on the systematic development of 

the associated technologies along with the fundamental understanding of the related processes 

facilitated by numerous theoretical simulation techniques has reached to a stage where the basic 

requirements of nano bulk and nano world stages are getting clarified for ensuring the progress 

of the further developments. Now the question is to have a technology to produce a nano 

element with precise specifications by combining right kind of mixes of top-down and bottom-

up approaches of nanoscience and technology already established. Now the stage has reached 

where deterministically precise controls of nano features are becoming necessary for the 

successful development of nano world based small system in the near future. This deterministic 

precision replacing random growth of features would certainly put a commensurate pressure 

on developing fundamental concepts accordingly. In other words, picking individual atomic 
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and molecular species and placing them at the right locations with the help of molecular 

recognition based self-assembly would be almost essential for arriving at the desired precision 

as mentioned. This also necessitates using some form of biomimetic processes already 

observed in nature to help in arriving at the goals in reasonable time frame. For the success of 

such a deterministic precision in-situ characterization techniques would be an essential 

component with the precision of handling atomic and molecular species during process growth 

as mentioned. 

9. CONCLUSIONS 

 Realizing a large variety of the nanostructured entities to explore their additional 

features in terms of their characteristic properties arising out of the quantum confinements of 

electrons has been established during the last few years as can be seen from the brief 

descriptions included in this review. There are adequate proof of concept studies already 

reported to clarify the processes involved at atomic and molecular levels as highlighted in the 

discussions included here. The roles of engineered inorganic, organic and biomolecular 

materials have been highlighted with the help of experimental results corroborating the 

theoretical understanding of the processes involved. From these discussions it is amply clear 

that introduction of smart and intelligent features required for the development of the products 

for the nano world domain would be foreseeable to achieve in the anticipated form in near 

future. Learning from the study of biomimetic processes taking place in natural form would 

provide additional support in accelerating the progress in this direction. 
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